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Abstract 

Information hiding technology guarantees the security 

of information exchange in the internet. A highly secure 

information hiding method was presented recently -- 

Coverless information hiding and it attached many 

attention. But the low hiding capacity limits its 

application. A modified coverless information method 

called label model based coverless information hiding 

method was proposed in this paper. The new label model 

of the method use a tag to positioning the keywords as 

much as possible, and add a header file to hide the 

number of the keywords. The new method will hide more 

information compare with the coverless information 

hiding method before, because we usually hide fixed 

number of the information in the past. The experimental 

results show that the proposed method can improve the 

capacity of the method obviously. 

Keywords:  Coverless information hiding, Big data, 

Chinese mathematical expression, Word 

segmentation 

1 Introduction 

With more and more frequent information exchange 

in human society. Information security has become the 

common focus of both academy and enterprise. Based 

on this, large number of scheme was presented to 

prevent people from leakage, tampering etc. One of 

those schemes is steganography, an important research 

topic in the field of information security. In the 

meantime, the technology has promoted greatly the 

development of steganalysis. The goal of steganalysis 

is to identify suspected data, to determine whether they 

contains hidden information. Steganography and 

steganalysis are complementary and influence each 

other [1-4]. 

A new information hiding technology has been 

presented--coverless information hiding. Compared 

with other method, coverless information hiding 

biggest advantage is it has a high degree of invisibility. 

Coverless information hiding is a method, which 

select the proper natural text from the big data as 

information carriers. Then send the carriers to the 

receiver directly and the receiver extract the hide 

information from carriers. The coverless information 

hiding technology is different from the conventional 

information hiding technology, it utilize the natural 

text from the internet or other data set directly. Due to 

the natural text, the coverless information hiding 

technology can resist all the steganography detection. 

It is easily justified that steganalysis is based on the 

modification of the carriers, but the coverless 

information hiding method is adopted in the natural 

text without modified.  

Formidable imperceptibility of the method benefit 

from its features: no embedding, no modification and 

anti-detection [6]. We pick suitable natural text to meet 

receiver’s requirement and sent it to them. We don’t 

change the content of the natural text in the serial. 

These features make the carriers is made up of words 

used in the daily life. And that is why coverless 

information hiding can outwit different kinds of 

steganalysis. 

What text is appropriate and that decide how to 

extract the secret information by the receiver from the 

natural text. Next, We will explained the selection of 

the text: firstly we divide the secret information up into 

the keywords, then create the “location tag” which 

represent the characteristics of the receiver, looking for 

the text that meet the characteristic of the location tag 

+ keyword as the plaintext finally. So the receiver can 

get the tag with the characteristics and the keyword 

could be position easily. 

Many coverless information hiding method was 

proposed in recent years. A lot of text-based coverless 

information hiding method and image-based coverless 

information hiding method were proposed [5-12]. The 

image-based information hiding method is same as the 

text-based method. For those text-based information 

hiding method inherent the characteristic of the 

coverless information hiding. As a result, they also can 

resist steganalysis of various types. We will described 

some typical coverless information hiding techniques 

recently: 

At first, the coverless information hiding technology 

is used in the application of the text information hiding. 
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[6] Proposed the method that use the Mathematical 

Representation of Chinese Character as the tags to 

positioning the keyword. [7-8] add the capacity of the 

information hiding through the optimization of the tag 

+ keyword, and we will continue to optimize it in this 

paper and let the tag positioning more keywords 

instead of the fixed number of keywords. In addition, 

[9] use the new customized character encoding by 

themselves as the tag, and rewarded with success in the 

capacity. [11] Proposed a new scheme used with the 

word rank map to replace the tag, but their scheme is 

imperfect in the extraction. Because of the 

synchronized function between the sender and the 

receiver,  

In the aspect of the image hiding, [5] proposed the 

feasible scheme to realize the image coverless 

information hiding, [10] use the SIFT and the BOF 

character in the image to make the image coverless 

information hiding come true. 

This paper presented a modified coverless 

information hiding method based on the innovative 

hiding model. Moreover, the experiment show new 

model hide more information in less carriers. Our 

contributions are as follows: 

We design a new coverless information hiding 

method, the new scheme add the header file to let tag 

positioning keyword as much as possible. Therefore, 

the proposed method could hide more information. 

In order to prove our method is feasible. We 

established a 28.9G index to experiment with it, and 

the result confirm the method does increase the hiding 

capacity. 

The rest of this paper is organized as follows. We 

will introduced the related work in section 2. And 

expound the proposed scheme including the detailed of 

the header file in section 3. Experiment and analysis 

are given in Section 4. Section 5 concludes the paper 

and the future work. 

2 Related Works 

This section will introduced the related technology 

used in this paper: 

2.1 Chinese Character Mathematics Expression  

The Chinese character mathematics expression was 

proposed by Sun et al.. in 2002 [12-13]. The function 

of the Chinese character mathematics expression is to 

use a mathematical expression to express the Chinese 

characters. The goal is to simplify the application of 

the Chinese character. Sun et al. stipulated the six 

expressive construction of the Chinese character. We 

will give an outline of that below. 

The Chinese character mathematics expression split 

the Chinese into one or a few component. Then build a 

unique map between the component and the number. 

Just like the relationship of the English word and the 

letters. Except for the difference that the structure of 

Chinese is not from left to right. The basic structured 

way of the Chinese is left-right, up-down, left-down, 

left-upper, right-upper, and whole enclosed respectively 

[6]. 

We can express the Chinese character easily with the 

Chinese mathematical expression, in this paper we 

select the appropriate components as the tag to 

positioning the keyword in the natural text. It is better 

than choose the word as the tag because the basic 

component is more random and widespread. 

2.2 Inverted Index  

The inverted index is a data structure storing a list of 

mapping from the data to the location in the database. 

A record of the inverted index include a property value 

and the address of the value. The inverted index can 

allow us to search the appropriate text from the 

database conventional and quickly.  

The general establishment method of the inverted 

index is described below: 

(1) Split the document into the word term 

(2) Pretreat the word term with the repetitive word  

(3) Build the inverted list base the term. 

Compared with the general method, we split the 

document according to the Chinese character 

mathematics expression in the paper, and the details 

will revealed in section 3.1 

3 Proposed Method 

This article has presented a coverless information 

hiding method based on the label model. It is an 

improved method based on single keyword [9]. The 

capacity of this text hiding method is risen greatly 

compared with the original method, here is how it 

works and concrete realization the whole process of the 

coverless information hiding:  

3.1 Index 

In the aspect of the index constructing and 

maintaining, the new approach is not so different from 

the general inverted index established method: 

(1) For a document F, we could get the path and the 

name of F 

(2) We split F with the third-party Chinese participle 

tool, with the help of the tool, we get a list of word 

term: t1, t2... tm 

(3) For the t1, we add the special tag ‘start’, and the 

‘start’ + t1 is the first record of the document F 

(4) For the ti (i >1), we split the ti-1 with the Chinese 

character mathematics expression and get the tags: tagi, 

tagi+1..., at the same time, the ti is the candidate 

keyword then we will get some record like tagi + 

keywordi, tagi+1+keywordi... 

Following the tag + keyword model design, we built 

a very large-scale index. The Figure 1 is structure 
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diagrams:  

 

Figure 1. Structure of the index 

We will take Figure 2 as a specific example to 

illustrate the process of the build index:  

 

Figure 2. Example of the index build 

If we prepared to build index for sentence T, we 

divide it into the keywords sequence: K1, K2...Kn. take 

K1 as the first index entry, and attach a location tag L1 

before the keyword K1, and here is the index structure: 

‘L1 + T document name and path address + K1’. For 

normal usage Kn, take the last word’s Chinese 

character mathematics expression of Ki-1 as the tag of 

Ki in the sentence T. the index is “Li-1+ T document 

name and path address + Ki”. 

3.2 Hide 

The improvement of capacity lies in the hiding 

method. In previous methods we hidden the secret 

information in the text, in order to extract information 

from the natural text possibly, we limit each tag 

positioning only one keyword. In the new way we 

allow the tag positioning a list of word as much as 

possible, as for the actual solving part of the extraction, 

we add a natural text to hide a header text. The header 

will tell receiver the number of the word in the next n 

file. This Figure 3 is the flow chart and details below: 

(1) Pretreatment: for simplicity, we split the original 

text into terms, delete the stop word, and get the 

keyword sequence (k1, k2...kn). We can add the 

keywords convert protocol to enhance the security of 

the system and to avoid directly appearance of the 

original text. 

(2) Tags generation: the tag is the mapping to the 

receiver’s character. This paper used the Chinese 

character mathematics expression as the tags. We 

generate the tags from the random tag list according to 

the parameters calculated by the receiver’s character. 

 

Figure 3. Information hiding 

(3) information hiding: :we can acquired keyword 

sequence (k1,k2,...ki) and tag sequence (t1,t2...tn) from 

the two steps above. We use an example to illustrate 

the complete information hiding process. 

For example, if we prepared to hide a sentence S, 

split S into a list of keyword K= {k1, k2...ki}, and send 

the S to someone, we calculated the tags T= {t1, t2...ti} 

by the character of someone with the customized 

function. 

If we use the previous text coverless information 

hiding to hide K with T [6], we query appropriate text 

contain T+K = {t1+k1, t2+k2...ti + ki} from the index. As 

a result, we use i text to hide i word if all the requests 

are success  

But in the proposed scheme, we provide a header 

file to help the next n file storage more keywords. Such 

as if we can find a natural text contain T+K = {t1+k1k2, 

t2+k3, t3+k4k5k6...}, so we can query a natural text 

contain T+H (header file) = {T+ function (2, 1, 3 ...)} 

as the header file. The parameter of the function 

represent the number of the keyword in the next n file. 

It can be seen that we use a header file and 3 natural 

text total 4 text to hide 6 keyword. It’s clearly 

characterized by the advantage to use the proposed 

new scheme. More than that, we can just let the tag to 

position more and more keywords, it is possible with 

the expansion of text database. 

3.3 Header and Parameter n 

We will introduce the structure of the header and the 

setting of the parameter n in this part. We set the tags 
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to positioning the keyword as far as possible, but we 

can’t always get what we want. We selected natural 

text compare to the tags from text library can only hide 

average two keywords generally. So we take two bit to 

hide the number of the additional keyword and the 

relationship is shown in Figure 4.  

 

Figure 4. Map of the relationship 

The next step will show you how to decide the value 

of the parameter n. Previous research has shown that 

hiding success rate of individual tag positioning 

character goes up to 98%. The sum of the Chinese 

character is 91251, but the Chinese characters 

commonly used in about 2500 and Primary words in 

GB 2312-80(GB/T 16-55.1980) (total 3755)we added 

it to 4096 according to the frequency of the word in the 

text database. We can built a mapping between the 

Chinese character and the 12 bit (4096) binary. A 

natural text takes 2 bit of the header to tell the 

additional information to the receiver. So the value of 

the parameter n is 12/2=6.  

All in all, we divided the carriers into one unit per 7 

natural text (a header of additional information and six 

natural text of keyword).the structure of the carriers if 

shown in Figure 5: 

 

Figure 5. Structure of the index entry 

3.4 Extraction  

The information extraction is the inverse procedure 

of information hiding. The tag generate parameters can 

be decided by the receiver’s character, and the tag 

sequence could be calculated according to the tag 

generate parameters. Then positioning the location of 

keywords and the header according to the tags. At the 

last, we take the keyword by the header. The structure 

and the extraction algorithm is shown in Figure 6 

below: 

 

Figure 6. Information extraction 

Information extraction () 

Input: 

Cipher text sequence S(S1,S2 ...Sn) and Tag sequence 

T (T1,T2 ...Tm) the parameter n 

Output: 

Keyword K (K1,K2 ...Ks) 

1. Split the S into Len(S)/(n+1) group 

2. For each group: 

3.   For i from 1 to n+1: 

4.     If i is 1:(header file ) 

5.        Query the position of the Ti, get next word W 

after the Ti, transfer W in binary. W’ mean s the 

Len of the keyword in the next n file  

6.     Else :(keyword file ) 

7.        Query the position Ti, get the next the word 

according to the W’ as the keyword  

8.     End if  

9.   End for  

10. End for  

4 Experiment 

We conduct the experiment and the method is 

proved to be correct and feasible. We use PyCharm 

community edition to investigate the performance of 

the proposed scheme. The index we build is 

appropriately a max of 28.9 Gigabyte. The plaintext we 

prepared for hiding is natural text crawled from the 

internet.  

4.1 Success Rate  

We test the scheme with 100 random natural news 

picked from the internet. Assume that the information 

is split into a list of words, the length of the word list is 

L, then we will hide tag + word, and the number of the 

failed hide is E. Therefore, the success rate R is 

defined as Eq. (1) and the result is shown below figure: 

 1
E

R
L

= −  (1) 
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In the Figure 7, the columns represent the size of the 

news, and the size is ordered before. The scatter plots 

describe the hide success rate of each news. In the 

diagram, we use a line to marking the average success 

rate for analysis. 

As can be seen clearly from the figure, the success 

rate fluctuate around the 95%. It’s observed that our 

new method is highly capable for the brief news. In 

addition, we can find a news of a low hide success rate. 

We postulate that that news contain more rarely words, 

so this is reason for the low hide success rate. 

 

Figure 7. Success rate 

Comparisons of the analysis and experimental data 

shows that the success rate of our new method still 

have some weaknesses. This is expected. Because in 

previous scheme. When we query the tag and the 

keywords from the database failed, we split the 

keywords to the single word, and query the tag + word 

one by one. This make the other scheme’s success rate 

be the same as Chen’s method. 

But in this new method, instead of pursuing one 

hundred per cent of the success rate, we would like to 

hide more information in certain tag if possible. In the 

method, we won’t segment the keyword for higher 

success rate. Because it will reduce the hiding capacity. 

4.2 Data Hiding PerforMance 

In this part, we will measure the information hiding 

capacity of our method. We assume that the size of the 

file prepared for hide is S. The number of the natural 

text contains header information we cost is H, the 

number of the query result meet the character of tag + 

keyword is T. Then the calculation of the hiding 

capacity C is shown as the below Eq. (2) 

 
S

C
H T

=

+

 (2) 

Not only that, we also extra 100 random file to hide, 

and compare to other coverless information hiding 

methods. The detail information of the hiding capacity 

is shown below: 

In the figure 8, the green line represent the average 

hiding capacity of the [6] is 1 word per text, and the 

red line represent the average hiding capacity of the [8] 

is 1.57 word, then the yellow line represent the 

capacity of the [9] is 2.07word per text The blue stars 

represent the practical the hiding capacity in the 

experiment of the 100 text and the blue line is the 

average of our results: 2.5243 word per text. It is easy 

to see that the hidden capacity of our new method is 

better than the previous method. 

 

Figure 8. Hiding capacity 

5 Conclusion and Future Work 

This paper proposes a coverless information hiding 

method based on label model. We use a header file to 

hide additional information and six natural text to hide 

secret information as much as possible per text. This 

method inherited the feature of the coverless 

information hiding, so it has a strong resistance to all 

steganalysis method and human eyes. Finally, the 

experimental results show that this method can hide 

more information than the coverless information hiding 

method before. 

In the future, we will try to use more tags to 

positioning more information in signal text instead of a 

signal combination of the tag + keyword. We also can 

add natural text purposeful for the missing combination 

of the tag + keyword. This will increase the success 

rate of the information hiding. 
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