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Abstract 

Inspired by the theory of compressive sensing (CS) 

and employing cross-layer optimization, we propose a 

cross-layer optimization data transmission scheme based 

on spatial-temporal compressive sensing (STCS-DT) in 

Wireless Sensor Networks (WSNs). The proposed 

scheme efficiently enhances transmission data efficiency 

in improving allocation of link capacity, power, 

transmission rate and channel access via Kronecker 

sparsifying bases. Specifically, we derive a joint CS 

reconstruction optimization method which not only 

consider the spatial and temporal of data streams, but also 

affiliate with each layer constraints. The optimization 

results improve the reconstruction accuracy of sensor 

data streams while reducing the necessary 

communications, and present the network protocols in 

physical, MAC, network and transport layers. Numerical 

results show that our proposed method achieves higher 

reconstruction accuracy with a smaller number of 

required transmissions, and with lower decoding delay 

and complexity as compared to those of the state of the 

art CS methods. 

Keywords: Compressive sensing, Spatial temporal 

correlation, Cross-layer, Optimization, 

Wireless sensor networks 

1 Introduction 

In the past several years, Wireless Sensor Networks 

(WSNs) have received great interest in the disaster 

prevention, industrial automation and environmental 

monitoring, which are consisted of plenty of sensor 

nodes. Sensor nodes usually have the sensing, 

communication, and computing features. As the 

number of the readings in the sensor node, the 

performance bottleneck is the sensor node, which is 

severely limited in battery power, computing complex, 

wireless bandwidth and so on. Energy efficiency, 

reliability and robustness are the several more 

important properties. 

In recent years, many schemes have been developed 

in the literature for enhancement various nature in 

WSNs [1-6]. For example, various sensor selection [2-

4], communication schedule [5-6] and data collection 

[7] algorithms have been proposed to reduce the 

amount of redundant data transmitted in the network. 

Li et al. [3] proposed the distributed cross-layer 

optimization protocols, which attained global optimal 

control for signals and achieved fair channel allocation 

by the scheduling algorithm in WSNs. The scheme can 

effectively achieved load balancing, and considerable 

save network energy consumption. The resources can 

be allocated more and more to the channel in the case 

of not causing more severe congestion in the [6], which 

can avoid conservatively reducing resources allocation 

for eliminating congestion. Despite lots of schemes 

have been researched, they either be required rigorous 

network conditions or compromise part of network 

performance. 

Compressive sensing [8-11] is more effective 

method to reduce the required number of measurements 

representing the original signal. Taking advantage of 

the relevance in network coding and CS, kind of 

schemes such as ECS [12], distributed sparse random 

projections (DSR) [13] and spatiotemporal compressive 

network coding for energy-efficient distributed data 

storage (ST-CNC) [14] have been investigated to 

improve mean square error (MSE) and decrease 

bandwidth. Due to the temporal correlation and spatial 

correlation of the data acquisition, effective data 

extraction can be optimized by the various distributed 

data storage (DDS) [15-17]. Duarte et al. [17] 

exploited temporal-signal and spatial-signal association, 

and proposed joint sparsity models, while [1] 

developed a sequential framework based on sliding 

window processing, in which the sink can efficiently 

reconstruct the current sensors’ readings from a 

sequence of periodically delivered Kronecker CS 

(KCS). 

Despite of being increasing network performance, 

the existing schemes have several drawbacks: (1) there 

is only considering the decrease of data transmission, 

and not giving considerable attention in data collision, 

insufficient link capacity and excessive energy 

consumption; (2) measurement matrix usually use 

Fourier or traditional matrix, which can not 
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comprehensively regarding the other factors affected 

network performance; (3) power control is the 

significant case for battery power in sensors. In 

addition, the prior solutions is only discuss the energy 

consumption in the algorithms, not investigate the 

interaction between power cost and network utility.  

To solve these problems, this paper explores the 

cross-layer spatial and temporal optimization of rate 

control, scheduling, channel access and power control 

via CS in WSNs. We develop a separable sensing 

matrix that is composed by Kronecker product of 

spatial and temporal sensing matrices. Spatial matrix is 

the function of channel access where compressed data 

is transmitted by only less channel and temporal matrix 

is the function of rate control, link capacity and power 

control. We formulate a new CS optimization problem 

that add the constraints of link capacity, power control 

and rate control, in which the original signal can be 

more efficiently recovers from periodically delivered 

CS measurements by exploiting the joint optimization 

solutions. The algorithm has the following benefits: (1) 

the spatial and temporal optimization can dynamically 

tradeoff between the CS recovery accuracy and 

decoding complexity. (2) Jointly CS reconstruction and 

each layer constraints, the reconstruction accuracy is 

significantly enhanced. (3) By solving CS construction, 

each protocols (rate control, channel access, link 

capacity, power control) are determined by the 

proposed cross-layer optimization algorithm with the 

simultaneous consideration of four layers (physical, 

MAC, network, transport). 

This paper is organized as follows. Section 2 

provides the preliminaries and system model including 

CS background and spatial and temporal correlation of 

transmission data. In Section 3, we formulate the 

proposed STCS-DT Optimization. Performance of the 

proposed approaches is presented in the Section 4. 

Example results are provided in Section 5, followed by 

conclusions in Section 6. 

2 Preliminaries and System Model 

2.1 Compressive Sensing Background 

The CS has investigated a fresh signal compressed-

reconstruction theory which is suitable for correlated 

data gathering in multi-hop WSNs. The original signal 

is mapped into the low dimensional space obtained 

relatively small number of measurements, which 

includes valid information of the original signal. 

Basically, the rationale behind CS is focused on three 

main process as follows: 

Sparsity: An original signal N
v∈ℜ  is considered 

compressible and K-sparsity if v θ= Ψ  where 
N N×

Ψ∈ℜ  is an orthogonal basis, and N
θ ∈ℜ  is 

coefficient vector at most K ( K << N ) nonzero entries 

that the energy of coefficients in θ  is concentrated in a 

relatively small set of entries. As the spatial and 

temporal correlation in WSNs, the sensor readings are 

usually compressible [14]. 

Sampling: Considering a K-sparsity signal v  and 

measurement matrix M N×
Φ∈ℜ , the linear projections 

of sensor readings can greatly reduce the number of 

transmissions and receptions through low-dimensional 

sampling 

 y v θ θ= Φ =ΦΨ = ϒ  (1) 

where M
y∈ℜ  is measurement vector, and M N×

ϒ∈ℜ  
is the sensing matrix [18-19]. 

Reconstruction: The CS decoder is capable of 

recovering original signal v  from the measurement 

vector y  through 
2
l -norm minimization 

 

2

2

ˆ : argminθ θ=

 
 s.t. y v θ θ= Φ =ΦΨ = ϒ  

(2) 

Φ  and Ψ  are required to satisfy for restricted 

isometry property (RIP) of ϒ  [20-21] and the mutual 

coherence between Φ  and Ψ  [20], which play an 

important role in terms of stable and accurate CS signal 

recovery. 

2.2 System Model 

We consider a single-sink multi-hop data gathering 

WSNs with N  battery-powered sensor nodes jointly 

correlated sensor data streams. All sensor readings 

exhibit both spatial and temporal correlations. On this 

account, let ( ) N W
V t

×

∈ℜ  represent the sensor readings 

at W  time slots in WSNs, N N

S

×

Ψ ∈ℜ  denote spatial 

basis and W W

T

×

Ψ ∈ℜ  is temporal basis. We assume 

that ( )V t  has been transformed to compressible 

representation, such as  

 ( ) ( ) T

S T
V t tθ= Ψ Ψ  (3) 

where ( ) N W
tθ

×

∈ℜ  includes the spatial and temporal 

transform coefficients. 

Jointly consider the relationship between CS and 

Kronecker sparsifying bases [22], we can integrate (1) 

and (3),  

 ( )( )

( ) ( )

( )

( ) ( ( ))

( ( ) )

( ( ))

( ( ))

( )

T

S T

T T

S S T T

T S T S

T T S S

T S

y t Vec V t

Vec t

Vec t

Vec t

A A t

θ

θ

θ

θ

= Φ Φ

= Φ Ψ Ψ Φ

= Φ ⊗Φ Ψ ⊗Ψ

= Φ Ψ ⊗ Φ Ψ

= ⊗

 (4) 

where ( ) MW
y t ∈ℜ  is the vector reshaped sensor 

readings, and ( ) NW
tθ ∈ℜ  is the vector reshaped spatial 

and temporal transform coefficients, W N

T
A

×

∈ℜ  is 
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temporal sensing matrix, M W

S
A

×

∈ℜ  is spatial sensing 

matrix. 

 

The sensors’ readings are periodically delivered to 

the sink in the form of CS measurements, which are 

then used to sequentially reconstruct portions of the 

sensor data streams via exploiting the joint 

compressibility with Kronecker sparsifying bases. As 

main interests, the derived method produces estimates 

for the current sensors’ readings via jointly restraining 

power, rate, link capacity allocation and channel access 

in spatial-temporal CS. The beneficial features of the 

proposed method will be comprehensively demonstrated 

in Section 3. 

3 Proposed STCS-DT Optimization 

In this section, we will respectively provide 

restrictions on link capacity, power allocation, channel 

access, and rate allocation in each layer. The 

restrictions in each layer, assimilated into the signal 

reconstruction optimization, significantly enhance 

reconstruction accuracy. On this account, we assume 

that temporal sensing matrix 
T
A  is the linearly 

function of link capacity matrix ( 1)T N Nf t ×

− ∈ℜ , 

measurement vector ( )( 1) ( 1) 0 0
TT

y t y t− = − �  

N
∈ℜ  and power of sensor ( ) N

P t ∈ℜ , 

 
( 1) ( 1) ( 1) ( 1)

( 1) ( 1) ( 1)

T T

T

T

A t f t t y t

t P t t

α β

γ ω

= − − + − −

+ − − + −

 (5)  

where ( 1) W N
tα

×

− ∈ℜ  , ( 1), ( 1) W
t tβ γ− − ∈ℜ  are the 

parameters, ( 1) W N
tω

×

− ∈ℜ  is the noise.  

Note that the temporal sensing matrix is transformed 

along with link capacity, measurement vector, and 

power at prior time, which can achieve data 

transmission synchronization. Block diagram of the 

STCS-DT as shown in Figure 1. 

S
A

ˆ( )v t

T
A

( )y t ( )f t ( )P t

M
I

( )v t

 

Figure 1. Block diagram of the STCS-DT 

3.1 Each Layer Restriction 

Link capacity. Let ( )
ij
f t  denote the link capacity 

from sensor i  to sensor j  at time instant t . Since 

bidirectional data broadcast, ( )
ij
f t  is satisfied restriction 

as follow: 

 ( ) ( ) ( ) ( )
i j ij
y t y t f t f t+ ≤ ≤  (6) 

where ( )f t  is the supremum of link capacity at time 

instant t .  

Power control. Let ( )( ) 1,2, ,
i
P t i N= �  represent 

power allocation for sensor i
 

at time instant t , i
P  is 

the supremum of power allocation for sensor i .  

 ( )rs ts

i i i i
P P P t P+ ≤ ≤  (7) 

where ,rs ts

i i
P P  are received and transmitted power at 

sensor i . 

Consider the relationship between transmission rate, 

channel access and power allocation, we suppose  

 ( )2
( ) log 1 ( 1)

i M i
P t I y tζ= + −  (8) 

where ζ  is a regularization parameter and, M
I  is 

channel access function. According to (8), if the sensor 

is occupied, the power allocation is logarithmic with 

measurement vector; if the sensor is sleeping, the 

power is zero, which can significantly save 

unnecessary energy allocation.  

Channel access. Similar to 
T
A , we assume spatial 

sensing matrix 
S

A  is the linear function of channel 

access. 

 
S M

A I ξ η= +  (9) 

where M Wξ ×

∈ℜ  is a regularization parameter matrix, 

and M M

M
I

×

∈ℜ  is the channel access matrix. Since 

transmission data is only M  via compressive 

procedure, thus the dimension of 
M
I is M M× , and 

which can be defined as 

 
1,

0,
M

sensor i is occupied
I

sensor i is sleeping

⎧
= ⎨
⎩

 (10) 

3.2 Optimization Model 

To explore the reconstruction of original signal, we 

need to minimize the sparse parameter. By exploiting 

the joint spatial, temporal compressibility (4), and each 

layer restrictions, measurement vector can be 

recovered by solving the 
2
l -minimization problem 

 
2

2
min ( )tθ  (11) 

 ( )

( )2

( ) ( )

( ) ( ) ( ) ( )

( )

( ) log 1 ( 1)

T S

i j ij

rs ts

i i i i

i M i

y t A A t

y t y t f t f t

P P P t P

P t I y t

θ

ζ

⎧ = ⊗
⎪

+ ≤ ≤⎪
⎨

+ ≤ ≤⎪
⎪ = + −⎩

 (12)

 

where 
T S
A A⊗  is the jointly spatial and temporal 

sensing matrix.  
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In this paper, we take a unique approach to 

recovering the original signal in that we solving the 

optimization in (2) appended the each layer restriction 

(11). By this method, there exists two benefits: (1) 

Optimization solutions will be more perfect than the 

prior optimization, that is because we add power, link 

capacity, rate, channel access into the CS signal 

reconstruction optimization. The spatial and temporal 

of these parameters effectively guarantee sensing 

matrix synchronism. (2) The optimal power control, 

rate control, link capacity allocation and channel 

access are obtained through solving optimization 

problem (11).  

3.3 Algorithm Design 

At this point, the proposed spatial-temporal 

compressive sensing data transmission scheme based 

on 
2
l -norm regularization is summarized in Algorithm 

1. At each time instant t W≥ , the sink periodically 

gathers the CS measurements. 

 

 

Algorithm 1. spatial-temporal compressive sensing 

data transmission algorithm 

Require: *( )y t , *( )f t  and *( )P t  

for 
0

t t=  till end do 

(1) Initialize parameters 
0

( )tα , 
0

( )tβ , 
0

( )tγ , 
0

( )tω , 

,ξ η . 

(2) Evaluate measurement vector 
0

( )y t , link 

capacity 
0

( )f t , and power 
0

( )P t  using (4)-(9) 

(3) Obtain the optimal solution *( )y t , *( )f t  and 
*( )P t  by solving the LP problem defined in (11)-

(12). 

(4) Decide optimal channel policy *

M
I , and obtain 

the optimal 
T
A ,

S
A . 

 

It is observed from the optimization analysis above 

that the objective function (11) can be optimized by 

non-linear optimization techniques with multiple 

constraints. From algorithm, it is obvious that power, 

link capacity, rate, channel access are fed into the 

cross-layer optimization formulation, which can be 

adopted by the physical layer, network layer, transport 

layer and MAC layer, respectively. Meanwhile, the 

developed modified CS reconstruction method and 

further decrease the amount of necessary sensor 

communications for acquiring jointly correlated sensor 

data stream in a WSNs monitoring framework. 

4 Performance Analysis 

To obtain the performance of the STCS-DT, we 

provide some necessary but practical boundaries 

assumptions in this section. We then formally derive 

the performance on reconstruction accuracy and data 

transmission stability. 

Assumption 1. For any time instant { }0, ,t W∈ � , and 

any sensor node { }1,2, ,i N∈ � , any measurement 

vector ( )y t , we assume that  

 ( ) ( )( )( ) 1

T

T S T S
E Tr A A A A Thr⊗ ⊗ ≤  (13)  

where 
1

Thr  is the finite threshold. Since the power, rate, 

link capacity are bounded in realistic WSNs, the 

assumption (13) is fairly reasonable. 

Assumption 2. For any time instant ,
m k
t t { }0, ,W∈ � , 

( ) ( ),
m k

y t y t  satisfy the inequality as follows: 

 
( ) ( )

( )

2

2

2

m k

m

y t y t
E Thr

y t

⎛ ⎞−
⎜ ⎟ ≤
⎜ ⎟
⎝ ⎠

 (14) 

where 
2

Thr  is the finite threshold. 

Theorem 1. (Reconstruction Accuracy) 

Suppose ˆ( )tθ  is reconstruction vector of ( )tθ  and 

the expectation of reconstruction accurate ratio is 
2

2

ˆ( ) ( )
( ) .

( )

t t
t E

t

θ θ
μ

θ

⎛ ⎞−⎜ ⎟=
⎜ ⎟
⎝ ⎠

 If W N

T
A

×

∈ℜ  and M W

S
A

×

∈ℜ  

are temporal and spatial sensing matrix, which satisfies 

the constraint (13), then 
1

( )t Thrµ ≤ . 

Proof: According to (4), the reconstruction vector of 

( )tθ  is  

 ( ) ( )( ) ( )
1

ˆ( ) ( )
T T

T S T S T S
t A A A A A A y tθ

−

= ⊗ ⊗ ⊗  

    
( ) ( )( ) ( )

( )

1

( )

T T

T S T S T S

T S

A A A A A A

A A tθ

−

= ⊗ ⊗ ⊗

× ⊗

 (15) 

Based on [15], 

( ) ( )( ) ( ) ( )

2

2

2
1

2

ˆ( ) ( )

( )

( )

( )

T T

T S T S T S T S

t t
E

t

A A A A A A A A I t

E
t

θ θ

θ

θ

θ

−

⎛ ⎞−⎜ ⎟=
⎜ ⎟
⎝ ⎠

⎛ ⎞⎛ ⎞⊗ ⊗ ⊗ ⊗ −⎜ ⎟⎜ ⎟
⎝ ⎠⎜ ⎟

⎜ ⎟
⎜ ⎟
⎝ ⎠

 

( ) ( )( ) ( ) ( )
2

1

2

T T

T S T S T S T S
E A A A A A A A A I

−⎛ ⎞⎛ ⎞= ⊗ ⊗ ⊗ ⊗ −⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
 

( ) ( )( )( ) 1

T

T S T S
E Tr A A A A Thr= ⊗ ⊗ ≤  (16) 

Note 1: It exits several reasons for increased 

reconstruction accuracy. (1) Available transmission 

information is extracted from the spatial and temporal 

data, which can advance the reconstruction accuracy. 
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(2) Each layer constrains are embodied into the 

restrains of optimization problem, which primarily 

promotes the reconstruction accuracy. 

Theorem 2. (Data Transmission Stability) 

Suppose 

2

2

2

2

( ( )) ( ( 1))
( )

( ( ))

Vec V t Vec V t
t E

Vec V t

ϕ

⎛ ⎞− −
⎜ ⎟=
⎜ ⎟
⎝ ⎠

as 

stability parameter. If measurement vector ( )y t  is 

deemed as data transmission stream, which satisfies the 

constraint (14), then data transmission stream is 

asymptotically stable.  

Proof: For (4), we can formulate 

 ( ) ( )
1 1

( ( )) ( )T T T T

S S S T T T
Vec V t y t

− −

= Φ Φ Φ Φ Φ Φ  (17) 

And, we can easily derive 

( ) ( )
1 1

( ( 1)) ( 1)T T T T

S S S T T T
Vec V t y t

− −

− = Φ Φ Φ − Φ Φ Φ  (18) 

Thus, the stability parameter 

 

2

2

2

2

2

2

2

2

( ( )) ( ( 1))
( )

( ( ))

( ) ( 1)

( ))

Vec V t Vec V t
t E

Vec V t

y t y t
E

y t

ϕ

⎛ ⎞− −
⎜ ⎟=
⎜ ⎟
⎝ ⎠

⎛ ⎞− −
⎜ ⎟=
⎜ ⎟
⎝ ⎠

 (19) 

On the basis of the assumption 2,  

 

2

2

22

2

( ) ( 1)
( )

( ))

y t y t
t E Thr

y t
ϕ

⎛ ⎞− −
⎜ ⎟= ≤
⎜ ⎟
⎝ ⎠

. (20) 

Note 2: The data transmission streams stability is used 

to depict and control the average delay. Theorem 2 

shows that network stability is guaranteed if the 

Assumption 2 is satisfied. From the proof, we can 

conclude that the transmission streams are stable. That 

because the optimization results guarantee the link 

capacity, power, transmission rate stability. 

5 Simulation Results 

In this section, we present numerical results 

compared the throughput, average delay, signal 

transmission accuracy, network lifetime, and network 

utilization with other algorithms. On the basis of 

analysis in previous sections, the simulation 

environment is built via NS-2. We consider WSNs 

topologies with 9N =  sensors, in which there is one 

sensor as sink node. All sensors monitor a phenomenon 

over 20s sampling instants, in which every time slot is 

2s. The sensors are randomly deployed in a 100 100×  

square field. The network lifetime is defined as the 

time instant when the first sensor node dies. As a 

comparison, we also present the performance of the 

approach in [1, 4]. 

Figure 2 displays the evolution of throughput with 

eGuard-out [1] and CLO [4]. We can distinctly 

discover that the throughput of the STCS-DT is higher 

than others. That is because the spatial and temporal 

features of data stream are simultaneously considered. 

To avoid transmission redundancy, we compressed the 

data along each sensor and each transmission time slot. 

Transmission data decreased will advance throughput 

extremely enhance.  

 

Figure 2. Throughput for different problems along 

with transmission time slot 

Figure 3 provides a significant guideline for delay to 

dynamically adjust link capacity, rate and channel 

access. The delay jump is because the numbers of 

procedure are injected along 0 to 1 time slot. In 

generally, STCS-DT improves the delay compared 

with other schemes, which is the significantly 

important performance in WSNs.  

 

Figure 3. Delay for different problems along with 

transmission time slot 

Figure 4 presents the transmission accuracy along 

with transmission time slot usage for different 

approaches. For detrimental CS, the proposed STCS-

DT, exploited the spatial and temporal correlations at 

distinct time in CS, achieves the better reconstruction 

performance in comparison to both the other 

approaches.  
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Figure 4. Transmission accuracy for different 

problems along with transmission time slot 

Figure 5 shows the network utilization comparison 

against transmission time slot. The distribution of link 

capacity and channel access according to WSNs’s 

needs makes the network utilization higher than other 

approaches. 

 

Figure 5. Network utilization for different problems 

along with transmission time slot 

Figure 6 compares the network lifetime against the 

average relative error for different approaches. The 

proposed STCS-DT achieves the longest lifetime for 

various values of the average relative error. The results 

attribute the success to the decreased numbers of 

transmission flow through CS and reasonable 

allocation of link capacity and power. 

 

Figure 6. Network lifetime for different problems 

along with average relative error 

6 Conclusion 

In this paper, we propose a novel cross-layer data 

transmission optimization framework in order to 

improve the performance of data reconstruction 

accuracy, network lifetime, and link resource 

utilization, which can minimize the collision in the 

WSNs. In addition, the jointly cross-layer optimization 

and spatial temporal CS heighten the reconstruction 

accuracy and improve the power, channel access, link 

capacity and transmission rate allocations, respectively 

in physical layer, MAC layer, network layer and 

transport layer. The proposed scheme significantly 

reduces energy consumption, and efficiently enhances 

network effectiveness. The superiority of our proposed 

approach in relation to the other approaches is revealed 

by our experimental study.  
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