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Abstract 

In this paper, we consider the cooperative caching in 

wireless cognitive device-to-device (D2D) network, 

where unlicensed users can use under-utilized licensed 

spectrum and cached contents can be shared by 

cooperating with each other. We formulate the 

cooperative caching problem to minimize the download 

time of mobile users. A heuristic caching strategy is then 

proposed to handle the content placement in the caches. 

Simulation results show that the proposed caching 

scheme can significantly reduce total download time 

compared with the traditional caching scheme. 

Keywords: Cooperative caching, Content placement, 

Device-to-Device, Cognitive networks 

1 Introduction 

Device-to-device (D2D) communication enables 

nearby wireless devices to exploit their proximity and 

communicate directly with each other, bypassing their 

corresponding cellular base stations [1]. D2D 

communication offloads traffic from the cellular base 

stations and reduces congestion on radio resources. 

Bluetooth and WiFi-direct are examples of D2D 

technologies in unlicensed bands, however manual 

pairing and short range coverage have limited their 

functionality. Recent trends necessitate more 

sophisticated technologies for D2D communications 

possibly in cellular bands [2-3], incorporating the 

concept of cognitive networks [4-5] to deal with the 

spectrum shortage problem. 

In wireless cognitive D2D network, unlicensed use 

of licensed spectrum is allowed. To avoid interference 

with licensed users, unlicensed users must vacate the 

spectrum when it is accessed by the primary users who 

are licensed to access the spectrum. It will take some 

time for the unlicensed users to switch to other 

available channels, therefore the transmission delay 

will be significantly increased [6]. As a result, it is hard 

to meet the delay constraints of many stream 

applications in cognitive networks. With an increasing 

popularity of smart mobile devices, mobile time-

critical applications, such as audio and video streaming, 

cloud-based services, are more and more popular [7]. 

One way to reduce data access delay is through 

caching. 

Today’s smart mobile devices and networks possess 

a tremendous amount of storage capability. 

Cooperative caching offers an exciting new way to 

unleash the ultimate potential of wireless D2D 

networks. The concept of the cooperative caching is 

that the data contents can be cooperatively stored in the 

mobile terminals [8]. User can download the 

corresponding content from these cached devices 

instead of the base station (BS) as shown in Figure 1, 

which can reduce the average access latency, offload 

the network traffic and make BS more scalable. 

 

Figure1. Cooperative caching in wireless cognitive 

D2D networks 

Although caching techniques have been well studied 

in traditional wireless networks, they cannot be directly 

applied to cognitive D2D networks. Traditional 

caching techniques assume the link transmission delay 

is known or just model the access delay by the number 

of hops [9-10]. The optimal caching problem to 

minimize the energy consumption in the wireless 

cooperative caching network was considered in [11]. 
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However, this work did not consider the cognitive 

network and they assumed there were some relay 

nodes which stored data. In cognitive D2D networks, 

the link transmission delay may vary significantly from 

time to time due to the primary user appearance. This 

makes it difficult to determine appropriate caching 

nodes to reduce data access delay. The primary user 

appearance makes it difficult to estimate various types 

of time cost, and further complicates the design of 

caching algorithms. To overcome the aforementioned 

difficulties, we use continuous time Markov chain 

similar as [12] to model the primary user appearance, 

and then derive the distribution of the data access delay. 

In this paper, we consider cooperative caching 

problem in the wireless cognitive D2D network that 

the communication channels dynamically vary due to 

the appearance of the primary user, the aim is to 

minimize the download time. With caching, a user can 

obtain the data contents through three ways: (1) Local 

caching: to find the content within a device’s local 

cache; (2) D2D network caching: to find the content 

within other user’s cache in the D2D network if the 

user cannot obtain the content from the local caching; 

(3) BS: to download the content from the BS when the 

user can find the content from neither the local caching 

nor the D2D network caching. The main contributions 

of this paper are summarized as follows: 

‧ We formulate the optimal caching problem in the 

wireless cognitive D2D network to minimize the 

download time cost, considering communication 

channels dynamically vary due to the appearance of 

the primary user. 

‧ By relaxing total download time to average 

download time, a heuristic caching scheme is 

proposed to get rid of the complex optimal caching 

scheme. 

‧ The superiority of the heuristic caching scheme is 

verified with the simulation compared with the 

baseline. We can also obtain some valuable insights 

on the impact of different model parameters on the 

performance. 

2 System Model and Problem Description 

2.1 System Model 

The architecture of the wireless cooperative caching 

network is illustrated in Figure 1. We consider a single 

cell, where there is one BS and n users. Users gather 

physically with cognitive devices, i.e., each device can 

sense vacant licensed spectrum and use the available 

spectrum to communicate with other mobile devices. 

Besides, every device has a certain cache capacity to 

store the frequently accessed content. We consider n 

users in a cognitive D2D network with equivalent 

cache capacity, and assume any two of them can 

establish a D2D communication. 

There are m data contents in the BS. It is noticed that 

users usually access the useful and interesting contents 

from massive information, which leads to some parts 

of the contents are more popular than the rest. Further 

study found that the access frequency of contents 

conforms to Zipf distribution [11]. We assume that the 

statistical popularity of the data contents in the BS can 

be modeled as the Zipf distribution in this paper. 

According to the Zipf distribution, the popularity of 

the j-th data content fj is given by 
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where 1 j m≤ ≤ . 0θ ≥  is a constant, it reflects the 

skew of the popularity distribution. There are m data 

contents in the base station, and the popularity of j-th 

content depends on the index of j, f1 > fj, j>1, which 

means that the first content is the most popular content 

according to the Zipf distribution. The second content 

is the second popular content among the m data 

contents, and the m-th content is the most unpopular 

content. The distribution becomes increasingly skewed 

as θ  increases from 0 (the uniform distribution) to 1 

(highly skewed).  

For simplicity, let all the contents have the same size. 

Let L

ij
P  be the probability of finding j-th content in the 

local cache of user i, D

ij
P  be the probability that the j-th 

content can be found by user i in the D2D network 

after its local search fails, and B

ij
P  be the probability 

that the j-th content is found neither in the local cache 

nor in the D2D network, it can only be downloaded 

from the base station, 1 i n≤ ≤ , 1 j m≤ ≤ . Let G = (gij) 

be an n×m dimension content distribution matrix. If 

content j is cached at the i-th device, then gij = 1, 

otherwise, gij=0. The calculation of L

ij
P , D

ij
P  and B

ij
P  is 

based on the content distribution matrix G. If gij = 1 

which means that content j is cached at the i-th device, 

then L

ij
P =1, otherwise L

ij
P = 0. If gij = 0, and there exist 

gik in G that gik = 1, k ≠ j, which means that content j is 

not cached at the i-th device, but cached at other device 

k, then D

ij
P = 1, otherwise D

ij
P  = 0. If gij = 0, and there 

do not exist any gik in G that gik = 1, k ≠ j, which means 

that content j is not cached at the i-th device, and not 

cached at any device k, then B

ij
P = 1, otherwise B

ij
P = 0. 

Based on the above analysis, we can formulate the 

calculation as follows, 
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Therefore, we have 

 1,
L D B

ij ij ij
P P P+ + =  (2) 

2.2 Channel Model 

As all the mobile devices are equipped with 

cognitive radio, they can opportunistically utilize the 

licensed spectrum. However, primary user will take 

over the spectrum bands even though secondary users 

are transmitting in those bands. Each link can work on 

the channel which is not currently accessed by primary 

users. Similar as in [12], the primary user appearance 

can be modeled as the following continuous time 

Markov chain, based on which the link transmission 

delay is probabilistically estimated. 

To model the channel state, we use 1 or 0 to 

represent channel is busy or idle. For link e, we denote 

the current primary user appearance by Me(t)=(Me,1(t), 

Me,2(t),…, Me,c(t)), where Me,c(t) = 1 if channel c is 

accessed by some primary user, otherwise, Me,c(t) = 0. 

Me,c(t) follows a continuous-time Markov chain with 

two states, Me,c(t) = 1 and Me,c(t) = 0. Since Me(t) is a 

continuous-time Markov chain, the channel busy time 

and channel idle time obeys exponential distribution 

with parameters λ , and µ , respectively [13]. Since 

our focus is to deal with the disruption caused by 

primary user appearance, for the transmission delay of 

link e, we will focus on the time waiting for available 

licensed channels. According to the theory of 

Markovian stochastic process, the state transition 

probability matrix can be determined by Chapman-

Kolmogorov equation and transition matrix. When the 

system tends to be stable, the average occupation time 

by primary user is /( )T μ λ μ= +  [13]. 

2.3 Problem Formulation 

As described in Section 1, a content can be found in 

three scenarios with different time cost. We assume 

that there is no time cost when a user obtains the 

requested content from its local cache. We consider the 

time cost CD as the download time when download a 

content from the D2D network, and similarly we have 

CB as the download time when downloading a content 

from the base station. Assume every device has cached 

some contents at local storage in the cognitive D2D 

network.. There are kl licensed channels and ku 

unlicensed channels, and the D2D communication 

randomly chooses one of them. Communicate on 

licensed channels will generate time delay, the 

probability of choosing licensed channels can be 

represented as k0 = kl/(kl+ ku).  

If device i wants to download the j-th content, there 

exits three cases.  

‧ Case 1: the j-th content is cached at the device i. The 

download time of case 1 is 0 since the content is 

cached at the local cache, and the probability of case 

1 is L

ij
P .  

‧ Case 2: the j-th content is not cached at device i and 

cached at other device k, which k ≠ j. The download 

time of case 2 is CD+Tk0 since the content is cached 

at the D2D network, and the probability of case 2 is 
D

ij
P .  

‧ Case 3: the j-th content is neither cached at the 

device i nor cached at D2D network. The download 

time of case 3 is CB since the content is cached at the 

base station, and the probability of case 3 is B

ij
P .  

Since the popularity of the j-th content is fj, the 

average of the total download time C can then be 

modeled as follows. 
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D B
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Since each device has cache capacity limitation and 

contents have the same size, the number of contents 

that cached in the same device should not exceed K, 

where K is the uniform cache capacity size, we assume 

K m≤ . It is easy to obtain the following storage 

constraint. 
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The goal of this paper is to minimize the download 

time of the wireless cooperative caching network 

through finding out the optimal content storage 

placement G in the D2D network and the local cache. 

Mathematically, we have the following optimization 

problem 

 min
G

C  (5) 
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 1,
L D B
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 {0,1},1 ,1
ij
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In the formulation, the objective function is the 

average of the total download time, and the goal of this 

paper is to minimize the average of the total download 

time. Since the objective function contains content 

popularity variable fj, we give a constraint (6) to show 

the distribution of content popularity, the popularity of 
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the data contents follows the Zipf distribution. 

Constraint (7) represents for the access constraints, and 

the calculation of L

ij
P , D

ij
P  and B

ij
P  is based on the 

content distribution matrix G, which is given in Section 

2.1. Constraint (8) illustrates the cache storage 

constraints. Similar to [14], this optimization problem 

is an integer programming problem. It is difficult to 

find out the exact mathematical algorithm for this 

optimization problem. We thus present a heuristic 

solution in the following section. 

3 Heuristic Solution for the Problem 

The optimal solution becomes complicated and time 

consuming. In order to find out a general caching 

mechanism, we relax the model and the condition as 

follows. Let U=C/n be the average download time of 

all users, as a result, minimize U is equal to minimize 

total download time. 

We use PL to represent the local hit rate, the average 

probability that a content can be found in a local cache. 

Let 
1

n

j iji
s g

=

=∑ , which indicates that there are sj 

copies of the j-th content in the D2D network. Thus, PL 

can be represented as  

 
1 1 1

1 1
n m m

L

L ij j j j
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P P f s f
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Let D be the set of all the cached contents in the 

cognitive D2D network, therefore the elements in D 

are different from each other. Thus the probability that 

a content exists in this network is 
jj D
f

∈
∑ , therefore 

1
B jj D
P f

∈

= −∑ , where PB is the average probability 

that a content is neither in local cache nor in the 

cognitive D2D network. The average probability PD 

that a content can be found in the cognitive D2D 

network can be expressed as 
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Since k0 and T are constants, we define 

0
( ) /

D B
C Tk Cα = + . From the above analysis, we can 

simply the objective as follows. 
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To solve this problem, we should determine the only 

variable sj to minimize U. Since 
1

n

j iji
s g

=

=∑ , which 

means that there are sj copies of the j-th content in the 

D2D network. Therefore, in order to minimize the total 

download time, we only need to optimize sj. Given sj, 

we can use a greedy choice to set gij to ensure every 

column of gij is equal to sj. 

 We divide the cache space into duplicate and 

unique. Let β  be the fraction of duplicate part, i.e., 

every user has Kβ  duplicate contents. A duplicate part 

caches the contents that have more than one copy, 

while a unique part caches the contents that have only 

one copy in the whole network. Furthermore, the 

contents in these two parts have the following concerns. 

If the content with higher popularity is missing, i.e., 

when the content j1 is not in the network, the content j2 

(
1 2
j j
f f>  ) will never appear. Otherwise, when 

content j2 is cached, we can always replace it with 

content j1 so that the average download time U will 

decrease. A content should not be duplicated unless all 

the content with higher popularity have been 

duplicated. 

Inspired by the above analysis, we have the 

following distributed caching replacement scheme. (1) 

If a content is downloaded from the cellular network, 

which means the content does not exist in D2D 

network, it will be compared with the least popular 

content of all the existing cache. The least popular 

content will be replaced when the popularity of coming 

content is higher, otherwise the coming content will be 

stored in the unique part. (2) If a content is downloaded 

from D2D network, which means there are at least two 

copies in the network after this content is cached, then 

the content with least popularity will be replaced when 

the popularity of coming content is higher, otherwise 

the coming content will be stored in the duplicate part. 

The process is described as shown in Figure 2. 

 

Figure 2. The cache algorithm 

To determine the fraction β , we define function f(x) 

as the probability of finding a content from caching, 

which is filled with content 1 to content x, 

1
( )

x

ii
f x f

=

=∑ . Thus, this function can be expressed as 
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1
1
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1/ 1
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x

m vv

k
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−

−
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−

≈ =

−
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 (13) 

As the system is in steady state, each device’s 

duplicate part caches the same contents which include 

the most popular Kβ  contents. While in the unique 

part, every device caches different contents. Therefore, 

PL can be calculated as duplicate part hit rate plus 

unique part hit rate. 
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where we assume that the contents in unique part are 

uniformly distributed. Similarly, PD indicates the 

content is in other devices unique parts, 

 
1
( ( (1 ) ) ( ))

D

n
P f K Kn f K

n
β β β

−
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The average download time U can be rewritten with 

PL and PD. Given α , U is a function of the only 

variable β . Thus we can compute the optimal β  for 

U by solving U’ = 0, where U’ is the first-order 

derivative of function U. 

As described above, after determining the optimal 

β , which illustrates the cache space for duplicate and 

unique, the devices can cache and replace the coming 

contents according to the cache algorithm. 

4 Simulations 

In this section, we present simulation results to 

evaluate the performance of our proposed caching 

placement scheme. The non-cooperative caching 

approach and fully cooperative approach in [11, 15] are 

used for comparison. We also compare our heuristic 

solution with the globally optimal solution using 

integer programming considering small network size, 

since computing the integer programming will take 

more time when the network size is larger. The 

parameter setting is summarized in Table 1. 

Figure 3 shows that the user average download time 

varies along with the fraction of duplicate parts. We 

assume that users have the same optimal fraction β . 

The download time of each user decreases if the 

number of users increases. The reason is that user has 

more chance to fetch the contents from D2D network 

with lower time when more users join in cooperative 

caching. The impact of cache capacity is presented in 

Figure 4. We observe that the cache capacity has the 

same influence trend with the number of uses. Larger 

cache size can cache more popular contents, which 

means that users will have more chance to obtain the 

contents in local cache. On the other hand, the D2D 

network will covers more popular contents, therefore 

less content need to be obtained from BS. Figure 4 

only show partial result of the optimal solution, the 

reason is that computing the integer programming 

takes more time when the network size is larger, so we 

only obtain the results considering the small network 

size. From Figure 4 we can also see that the 

performance of our heuristic solution is very close to 

the optimal solution. 

Table 1. Simulation parameters 

Parameters Value range Default 

Number of data contents m 1000 ~ 2500 2000 

Number of clients n 100 ~ 400 200 

Cache size K 30 ~ 180 50 

Skewness parameter of Zipf distribution (θ) 0 ~ 1 0.6 

The time cost CD 0 ~ 20 10 

The time cost CB 0 ~ 2 1 

The average occupation time T 0 ~ 4 2 

The proportion of licensed channel k0 0 ~ 1 0.5 

 

  

(a) U vs. n (b) U vs. K 

Figure 3. The impact of different duplicate part 
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(a) U vs. n  (b) U vs. K 

Figure 4. The performance of our cache scheme 

5 Conclusion 

In this paper, we consider cooperative caching in the 

cognitive D2D network to minimize the total download 

time. Primary user appearance is modeled as a 

continuous time Markov chain. To solve the optimal 

placement problem, we proposed a heuristic approach 

to place and replace popular contents in the cognitive 

D2D network according to relax total download time to 

average download time. Simulation results show that 

the proposed caching scheme can significantly reduce 

total download time compared with the traditional 

caching scheme. We can also obtain some valuable 

insights on the impact of different model parameters on 

the performance. 
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