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Abstract 

In P2P networks, due to the diversity of population 

density, there is an imbalance on users’ demands towards 

the internet resources. This paper proposes a method 

called “An Adaptive Load Balancing Strategy of 

Application Layer Based on Score of Customer 

Satisfaction”, ALBS-SCS for short. The method gives a 

score on the QoS of current networks periodically, and 

then gives feedback to the system, and eventually the 

system adjusts its services accordingly. This kind of 

method can truly improve user experience by providing 

better Multicast User Satisfaction (MUS) for the end 

systems of the hot spots and congestion areas, at the same 

time it also promotes the resource utilization rate of the 

non-hot spots, increases the network capacity and 

improves the performance of the system. The simulation 

experiments prove that the adaptive load balancing 

mechanism ALBS-SCS is better at reducing the average 

transmission delay and the average link pressure, thus 

increasing the system average MUS, and improving the 

overall performance and the user experience. 

Keywords: MUS, ALBS-SCS, Multicast network, Hot 

spot, Load balancing 

1 Introduction 

Peer to Peer (P2P) networks [1-2] were once 

appraised by the Fortune magazine as one of the four 

new technologies that changed the development of the 

Internet technology. P2P networks, in which all nodes 

are in the same status, is different from the traditional 

client server model. That is to say, every node is both 

the client and the server at the same time. By sharing 

resources with each other, nodes in the system 

accomplish the task together. But in reality, because of 

different intensity of regional population, users’ 

demand for resources is not balanced; different 

computer has heterogeneity in processing power. Thus, 

in hot communication region, terminal business may be 

busy; some of the terminal parent nodes may carry too 

many children, which leads to the poor quality of 

streaming media services. However, in other regions, 

the terminal business may be sparse, when the amount 

of resources provided is the same, some terminal 

parent nodes carry a few child nodes, which leads to a 

situation that business flow is very little and resources 

are excess. Therefore, the rate of overall resource 

utilization of system is low, the quality of the service 

cannot be guaranteed, which affects users experience 

seriously. 

In reality, situation as shown in Figure 1 may appear. 

Many users in the region where v3 is the parent node, 

while a few users in the region where v4 and v5 are the 

parent nodes. In this case, most algorithms simply 

think that the service in the region where v3 is the 

parent node is poor, while the resources of the region 

where v4 and v5 exist are relatively surplus, so that load 

balance is adjusted according to the number of users or 

other indicators. But actually, due to clusters where v4 

and v5 exist are not very well in terms of processing 

power of nodes and regional power of the Internet. If 

we adjust service only according to the indicators 

above, the network condition may not in accordance 

with the actual user evaluation.  

 

Figure 1. The diagram of a multicast tree 

This paper proposes an ALBS-SCS mechanism and 
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it not only provides better multicast user satisfaction 

(MUS) for the hot spots and congestion areas, but also 

improves resource utilization of non-hotspot areas, to 

increase network capacity and improve the overall 

performance of the system. 

The outline of this paper is organized as following: 

section II analyzes the category and reasons of present 

P2P internet load balance. Section III discusses ALBS-

SCS multicast model in detail. Section IV shows the 

results of experiments on ALBS-SCS multicast model, 

and it also analyzes the data of the experiment. Section 

V summarizes the paper and indicates the future work.  

2 Related Work 

A peer-to-peer [3] (P2P) computer network is one in 

which each computer in the network can act as a client 

or server for other computers. For the next generation 

Internet applications, P2P is considered as the most 

important idea. To improve the efficiency of the 

system, load balancing mechanism among peers is 

critical. The main idea [4] of load balancing is to 

transfer part of the traffic from the heavily loaded paths 

to some lightly loaded paths to avoid congestion in the 

shortest path route and increase the network utilization 

and network throughput. The basic approach to load 

balancing is to find a pair of nodes—one is heavily 

loaded and the other is lightly loaded—and redistribute 

the load across these two nodes [5]. 

However, it is far from trivial to (globally) balance 

the load in a P2P system. There are two main issues in 

load balancing for P2P: 1) how to determine if a node 

is overloaded or underloaded, and 2) if so, how to find 

a suitable partner node with which to redistribute the 

load. A popular solution in [6-8] is to let each node in 

the system query for the load of an arbitrary number of 

other nodes periodically. If the number of queried 

nodes is large enough, the node can reach the average 

load of the system. Therefore, the system can 

determine whether the node is overloaded or not. If the 

node is overloaded (or underloaded), the system will 

redistribute its load with the queried node which has 

the lightest (or heaviest) load since that node should be 

a lightly (or heavily) loaded node. The main problem 

with this method is that it can only guarantee the global 

load balance of the system with some probability. On 

the other hand, [9] suggests the use of a separate DHT 

(Distributed Hash Table) such as Skip Graph to 

maintain the nodes’ load distribution. Nevertheless, 

this solution still has a problem: it incurs a substantial 

cost for maintaining complete information about the 

load at every node in the system [10]. 

In this paper, we propose a new framework, called 

“A Adaptive Load Balancing Strategy of Application 

Layer Based on Score of Customer Satisfaction” in 

structured P2P systems. It not only provides better 

multicast user satisfaction (MUS) for the hot spots and 

congestion areas, but also improves resource utilization 

of non-hotspot areas, to increase network capacity and 

improve the overall performance of the system. The 

basic idea of ALBS-SCS: First of all users for a variety 

of service quality in current multicast network 

periodically score, and then users take the initiative to 

feedback satisfaction to the multicast network, finally 

the system is adjusted periodically according to the 

user’s feedback, really improving the user experience. 

3 Adaptive Load Balancing Strategy 

Initially, we assume that the processing capacity of 

each user is the same, and the number of users in each 

area is roughly the same; of course, the actual 

environment is more complex. According to the basic 

idea of ALBS-SCS, the system periodically adjusted 

the current multicast network to improve the user 

experience and improve the overall performance of 

multicast network. 

3.1 MUS and Related Performance 

The key to establish a good ALBS-SCS is to select 

the appropriate performance indicators of application 

layer multicast network, and identify relevant 

performance for the impact of the current network 

quality. In addition to planning MUS grade-level 

indicators and the associated lag, threshold parameters, 

only in this way, a clear, specific and accurate 

reflection of the current real user experience can be 

gotten to make adjustment mechanism ALBS-SCS 

more perfect, truly improve the user experience of the 

application layer multicast. Firstly, the relevant 

performance indicator of ALBS-SCS used is defined as 

follows. 

3.1.1 Basic Performance of MUS 

In this paper, the multicast users load availability, 

quality of service and channel capacity are taken as the 

basis for the MUS performance. These performance 

indicators are defined as follows: 

Definition 1. Load availability (LAR, Load Available 

Rate), refers to the percentage of the downlink system 

bandwidth of the current node has been used. Its 

expression is as follows: 

 current

max

100%
DD

LAR
DD

= ×  (1) 

In this formula, DDcurrent is the downstream 

bandwidth of the current node and DDmax is the 

maximum bandwidth of the system requirements. 

Definition 2. Quality of Service (QoS) is the key 

indicators, including: availability, bandwidth, throughput, 

delay, delay variation (including jitter and wander) and 

packet loss rate. In this paper, we use throughput as the 

QoS performance indicators. 

Definition 3. Channel Capacity (CC), is one of the 
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most important parameters of a communication system, 

which represents the maximum information 

transmission rate of the communication system. 

According to Shannon information theory with the 

limited input power P and noise variance N0 discrete-

time plus Gaussian white noise channel, the channel 

capacity (the unit is bit / s) is expressed as follows: 

 
2

0

1
log (1 )

2

p
CC

N
= +  (2) 

Definition 4. multicast user i satisfaction scores (MUSi) 

is expressed as follows: 

 i LAR Qos CCMUS W W Wα β λ= + +  (3) 

In this formula, i is an arbitrary integer that 

represents any one of a multicast user node. WLAR is the 

weighting function of the load availability. WQos is 

weighting function of the quality of service. WCC is the 

weighting function of the channel capacity. α, β, γ are 

the corresponding weighting coefficients and α, β, γ 

satisfies the following expression: 

 1α β λ+ + =  (4) 

In this formula, α, β, γ value will be set at a specific 

part of the experiment described later, according to the 

current network conditions.  

3.1.2 Intended User’s MUS Level of Geographical 

Boundary  

ALBS-SCS cluster is divided into three levels of 

MUS. Level 1 is representative of areas of the best 

MUS, level 2 is representative of areas of balance 

MUS and level 3 represents the location of poor MUS. 

The specific evaluation mechanism is as follows: 

Level 1 cluster average MUS judgment mechanism 

is as follows: 

 
1

1

1
k

i

i

MUS HYS Threshold
K

=

− ≥∑  (5) 

In this formula, MUSi is the parent node of the i-th 

child node of MUS, K is the total number of the child 

nodes which the parent node has, HYS is delay 

parameters of the system requirements, and Threshold1 

is level 1 MUS threshold value. 

Level 2 cluster average MUS judgment mechanism 

is as follows: 

 
1

1

1
k

i

i

MUS HYS Threshold
K

=

+ <∑  (6) 

 
2

1

1
k

i

i

MUS HYS Threshold
K

=

− ≥∑  (7) 

MUSi, K, HYS in Formula 6, 7 are the same as the 

Formula 5, Threshold2 is level 2 MUS threshold value. 

(Threshold2 is set in the specific part of the 

experiment). 

Level 3 cluster average MUS judgment mechanism 

is as follows: 

 
2

1

1
k

i

i

MUS HYS Threshold
K

=

+ <∑  (8) 

MUSi, K, HYS in Formula 8 are the same as Formula 5. 

3.2 ALBS-SCS Update Mechanism 

ALBS-SCS update mechanism use the periodic 

active feedback information [19] update mechanism, 

and its specific implementation steps are as follows 

[11-12]. 

(1) Every certain period of time T, the bottom of the 

parent node sends a MUS query message to the RP 

nodes; 

(2) After RP node receives a MUS query message 

which the lowest level parent node sends, it will return 

a MUS query response message to the entire cluster 

parent node uniformly. (Due to a number of times 

connection cannot guarantee a successful connection in 

the specific circumstances, so we believe that parent 

node which can correctly receive confirmation 

message sent by RP node is a normal connection node 

at this time.) 

(3) When the parent node of each cluster receive 

confirmation query message which RP node sends, the 

parent node is sending all MUS scoring of the current 

network to the cluster children nodes immediately; 

(4) After each cluster node receives the satisfaction 

of scoring of its parent node which sends a request, 

they are immediately scoring three performance 

indicators such as the current network load availability, 

quality of service (QoS), the channel capacity, and then 

scoring results feedback to the parent node; 

(5) Based on their own children nodes which 

received for the network score, each parent node 

weights each network indicators. Then according to the 

Formula 3, it can be derived from the current user 

MUS. Finally, based on the number of children nodes 

in the cluster and MUS of each child node, the parent 

node calculates the current average MUS of cluster, 

meanwhile this result is fed back to RP node. 

According to the feedback of each cluster parent, RP 

nodes adjust the current multicast network. 

All messages are inherited from Base Overlay 

Message. The format of ALBS_SOCRE_RESPONSE 

(Score confirmation message) is shown in Table 1. 

Table 1. Score confirmation message 

int command enum 

(ALBSCommand); 

Inheritance source 

message 

TransportAddress srcNode Source Address 

TransportAddress destNode Destination address 

int QoS; Quality of Service scoring 

int LAR Load availability 

int CC Channel capacity 
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Update mechanism pseudo-code is as follows: 

 

new AlbsMusQueryMessage(“ALBS_MUS_QUERY”); 

sendMessageToUDP (serverNode, query); 

if (dynamic_cast<AlbsMusQueryMessage*> (msg) != 

NULL) 

 { 

    new AlbsMusResponseMSG 

    (“ALBS_MUS_RESPONSE”; 

    sendMessageToUDP(srcNode, response); 

 } 

if (dynamic_cast<AlbsMusResponseMessage*> (msg) != 

NULL)  

 { 

    for (TaSetIt itn = node->begin(); itn != node->end(); 

++itn) 

 { 

    new TestDropMessage(“ALBS_SCORE_QUERY”; 

    sendMessageToUDP(*itn,score); 

 } 

 } 

if (dynamic_cast<AlbsScoreQueryMessage*> (msg) != 

NULL) 

 { 

    new AlbsMusRespMSG(“ALBS_MUS_RESPONSE”; 

    sendMessageToUDP(srcNode, response); 

 } 

3.3 ALBS-SCS Adjustment Mechanism [17-18] 

In the communication of application layer multicast, 

if there is too much load balancing adjustment, it will 

not only increase the cost of the system, but also lead 

disconnect and reconnect frequently. This kind of 

situation seriously affects the quality of communication. 

Conversely, if the load balancing mechanism works 

too slowly, it will lead to hot regions overload for a 

long time, which will reduce the quality of service and 

affect the user experience. At the same time, an 

inefficient load balancing mechanism simply settings 

from the overloaded area to light load transfer, which 

may cause the overloading region into a light load 

region, and in turn the previous light load region 

becomes a new overloaded regional. So the arrival of 

the next scanning period T, the inefficient load 

balancing mechanism needs to be re-adjusted, so that 

the weight load region is swapping now. It is 

commonly known as ping-pong effect. Such 

adjustment process not only does not improve MUS, 

but also wastes system resources. Therefore, it is 

crucial for a good load balancing adjustment 

mechanism. First of all, based on the characteristics of 

the largest number of leaf nodes of the multicast tree, 

ALBS-SCS selects adjustment methods to accelerate 

adjustment cycle, reduce blocked communications. 

Secondly, the update cycle time is set so that the node 

status of the adjustment time can be relatively 

consistent, and to avoid the contradiction between the 

node regulation time and the update mechanism cycle 

time. Finally, according to various possible scenarios, 

nodes are provided with a corresponding fast 

adjustment mechanism [13]. ALBS-SCS specific 

adjustment mechanism is as follows: 

According to each cluster parent node feedback 

average cluster MUS, the RP node uses the Formula 5, 

6, 7, 8 to calculate the average value of MUS within 

the entire cluster. If this time there is no average MUS 

for third level cluster, multicast network does not 

adjust and wait for the next feedback again. On the 

other hand, if this time there is an average MUS of 

third level cluster, the RP node sends load balancing 

instructions and all parent node information of first 

level average MUS to those parents in cluster. Since 

the average MUS of second level cluster is a balanced 

cluster, it does not need to adjust. Therefore, the 

number of the cluster second level average MUS has 

no effect on the ALBS-SCS adjustment mechanisms. 

We do not analyze the different number of second level 

average MUS cluster. However, the average MUS of 

third level cluster needs to be adjusted and the average 

MUS of first level can be accepted of adjustment. The 

number of clusters has an impact on the ALBS-SCS 

adjustment mechanism, according to the number of the 

average MUS of first level and third level which we 

describe separately. Because of that not every average 

MUS of first level cluster can accept the average MUS 

of third level cluster (presence of ping-pong effect), 

ALBS-SCS adjustment mechanism divides the average 

MUS of first level cluster into admissible switching 

cluster and non-admissible switching cluster, which is 

described as follows. 

Definition 5. admissibility switch cluster is that the 

average MUS of first level accepts switching children 

nodes of the average MUS of third level cluster, the 

cluster can keep at least for the second level. 

Definition 6. non- admissibility switch cluster is the 

cluster that the average MUS of first level may become 

the third level after the cluster accepts switching 

children nodes of the cluster whose average MUS is in 

third level. 

In Figure 2, we specifically analyze an admissibility 

switch cluster and a non- admissibility switch cluster. 

As shown in Figure. 2, Firstly, v3, v4, v5 and v6 gather 

statistics of the score of its corresponding children 

nodes on the cluster load for multicast network 

availability, quality of service (QoS), channel capacity 

index weighted score of MUS (assuming the MUS of 

v7, v8, v9, v10, v11, v12, v13 and v14 is 30, 60, 40, 80, 80, 

85, 90, 90 respectively, Threshold1 is 80, Threshold2 

is 60.). Secondly, send the statistical results back to RP 

node. RP node calculated the average MUS of the 

cluster which is under the leadership by v3, which is 

less than 60, and belongs to the third level. The 

average MUS of the cluster led by v4 is equal to 80, 

which belongs to the second level. The average MUS 

of cluster led by v5, v6 parent node is greater than 80, 

which belong to the first level. RP node transmits load 

balancing adjustment instructions and the information 
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of v5, v6 whose average MUS belongs to first level to v3. 

v3 node sends a handover request command and the 

evaluation MUS of the children nodes of v3 to v5 and v6. 

v5 and v6 consider the worst MUS of the child node of 

v3 as first choice to switch a single step after receive 

handover request message from v3 (avoiding ping-pong 

effect, reducing the number of switching cycles). 

Meanwhile ALBS-SCS adjustment mechanism 

calculates the smallest possible system after switching 

MUS (Because the load availability, quality of service 

(QoS), the channel capacity of these indicators of the 

first level is better than the three levels. Switching 

node causes MUS increased, so the minimum MUS is 

original MUS in the cluster). After switching, the 

smallest average MUS of v5 is less than 60, and the 

level of the average MUS of this cluster may become 

the third level, therefore the cluster led by v5 is non-

admissible switching node cluster of v3. However, after 

switching the smallest average MUS of the cluster led 

by v6 is still greater than 60, so the parent node of the 

cluster can accept the children nodes of v3 as switching 

nodes. Therefore, the cluster led by v6 can be 

admissibility switch cluster of v3. 

 

Figure 2. Schematic diagram of multicast tree before 

ALBS-SCS adjustment mechanism operation 

In order to achieve better load balancing adjustment 

mechanism [14], ALBS-SCS adjustment mechanism 

divide the parent node of the cluster whose average 

MUS belongs to third level into two states: idle state 

and switching state. Idle state represents that the parent 

node of the cluster has no any operations currently, 

when the parent node of this cluster turn its state into 

switching state after receive a handover request which 

send by its admissibility switch cluster. When the 

switching operation is completed, this parent node will 

turn into idle state again. As shown in Figure 3. 

Similar to the parent of the cluster whose average 

MUS belongs to the third level, ALBS-SCS divides the 

admissibility switch cluster into three states: idle state, 

pre-switching state and switching state. Idle state 

represents the parent node of the cluster has no any 

operation; you can receive a handover request which 

sent by the parent of the cluster whose average MUS is 

at the third level. When the admissibility switch cluster 

receives the handover request and determine the  

 

Figure 3. State diagram of the parent node of the 

cluster who’s average MUS belongs to third level 

 

Figure 4. State diagram of admissibility switch cluster  

switching operation can take place, the state will be 

converted into pre-switching state [13]. If the 

admissibility switch cluster receives the confirmation 

feedback handover message which is send by the 

parent of the cluster whose average MUS is at third 

level, the pre-switching state is converted into 

switching states. Finally, when the switching operation 

is completed, the admissibility switch cluster of state 

converted into an idle state. As shown in Figure 4. 

Based on the number of the of cluster whose average 

MUS belongs to third level and the number of 

admissibility switch cluster defied in definition 5, we 

classify the ALBS-SCS core regulatory mechanisms 

into five scenarios as follows [16]. 

Scene 1. The number of admissibility switch cluster is 

0. 

When the number of admissibility switch cluster is 0, 

regardless of the number of cluster whose average 

MUS is at third level, the results are the same. As 

shown in Figure 5, the average MUS of the cluster led 

by v3 is at the third level and the average MUS of the 

cluster led by v2 is the same as the cluster whose 

average MUS is at third level. When v3 and v2 sends a 

handover request to the surrounding cluster, v3 and v2 

will not receive any pre-switching command that the 

surrounding cluster sent, so their own state cannot be 

converted into a state of switching state and the 

corresponding switch will not operate. Over a period of 

cycle v3 and v2 transform into idle state, and when the 

next cycle comes, v3 and v2 detect whether there is the 
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conditions of admissibility switch cluster or not. When 

the number of admissibility switch cluster is 0, no 

matter how many clusters whose average MUS is at 

third level, switching operation is permitted. ALBS-

SCS adjustment mechanisms are the same, so the 

number of admissibility switch cluster is zero, ALBS-

SCS adjustment mechanism is no longer based on the 

number of clusters whose average MUS is at third level. 

 

Figure 5. Diagram of multicast tree in scene 1 

Scene 2. The number of clusters whose average MUS 

is at third level cluster is 1, and the number of 

admissibility switch cluster is also 1. 

As shown in Figure 2, in the definition 5 we assume 

that the average MUS of the cluster which is led by v3 

is at the third level, and there is only one admissibility 

switch cluster which is led by v6. Therefore, when v3 

sends a handover request message to v6 which is in the 

idle state, v6 will send pre-handover message to v3 and 

meanwhile it will convert into the pre-state switching 

state (prevent conflict cause by received handover 

switching request message by other nodes). After v3 

receives the pre-shift feedback message, it will send a 

handover confirmation message to v6, and its own state 

is converted into the switched state. Then according to 

the analysis in definition 5, ALBS-SCS will choose v7 

as the switch node. After v6 receives a confirmation 

switching message send by v3, its own state is 

converted into the switched state, at the same time v6 

process the switching operation. After the first step to 

switch operation, v3 and v6 sends their average MUS to 

RP, finally the average MUS of cluster led by v3 and v6 

are updated and saved by the RP. After completion of 

the switching, the minimum average MUS of the 

cluster led by v3 is 60 and the minimum average MUS 

of the cluster led by v6 is 70. v3 and v6 are at least at the 

second level, both meet the equilibrium condition. 

Handover complete schematic is shown in Figure 6. 

After v3 switches its child node v7, it sends minimum 

MUS of the cluster to the RP and RP node discover 

that the average MUS of the cluster led by v3 is still at 

the third level. ALBS-SCS will choose v8 continue the 

switching operation. Until the average MUS of the 

cluster led by v3 is at least at the second level, ALBS-

SCS will stop adjustment. 

 

Figure 6. Diagram of multicast tree in scene 2 

Scene 3. The number of cluster whose average MUS 

belongs to third level is 1, and the number of 

admissibility switch cluster is more than one. 

In Figure 2, if the evaluation of MUS of the cluster 

led by v12 is 90, when v3 sends a handover request. The 

cluster led by v5 and v6 judges whether their own 

minimum MUS are still more than 60 after receive 

switching or not. So the cluster led by v5 and v6 are the 

admissibility switch cluster of the cluster led by v3. As 

is shown in Figure 7, when v5 and v6 receive a 

handover request that v3 sends, v5 and v6 will send pre-

handover feedback message to v3 just as Scene 2. v3 

based on the timestamps received from v5 and v6 and 

selects an earlier one (assuming that v5 qualifies). Then 

v5 will switch with v3 as the same in scene 2. However, 

the state of v3 has been converted into switching state 

from idle state at the time when v6 sends pre-handover 

commands to v3, so it will not send a confirmation 

switching message to v6. After a period of time v6 

hasn’t receive the feedback confirmation switching 

message from v3, the switching operation won’t 

continue. The state of v6 has been converted into idle 

state from pre-switching state again. 

 

Figure 7. Diagram of Multicast Tree in Scene 3  

Scene 4. The number of clusters whose average MUS 

belongs to the third level is more than one, and the 

number of admissibility switch cluster is more than one. 

In Figure 8, the average MUS of cluster which is led 

by v3 and v4 are at the third level, the cluster led by v5 

and v6 are the admissibility switch clusters of the 

cluster led by v3 and v4. When v3 and v4 sends a request 

switching message to v5 and v6, v5 and v6 will select the 
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node with a smaller timestamp. Assuming that v3 first 

sends a handover request message to v5 and v6, the state 

of v5 and v6 has been converted into a pre-switching 

state from idle state after received the handover request 

message, and then send the pre-handover information 

back to v3. v3 will choose the node with a smaller 

timestamp based on the feedback timestamp that v5 and 

v6 has send. Assuming that v3 first receives the message 

from v5, then v3 converts its own state into switching 

state from idle state, and will continue switching 

operation with v5 as the same in Scene 2. When v6 

cannot receive a confirm message it will convert its 

state into idle state as the same in the Scene 3. 

Similarly, when v4 sends a handover request to v5 and 

v6, it will find that v5 is in pre-shift state and v6 is in idle 

state. The node v4 will switch with v6 as the same in 

Scene 2. 

 

Figure 8. Diagram of multicast tree in scene 4 

Scene 5. The number of the cluster whose average 

MUS belongs to the third level is more than one, and 

the number of admissibility switch cluster is 1. 

As shown in Figure 9, the average MUS of cluster 

led by v3 and v4 are at the third level, the cluster led by 

v5 is the only admissibility switch cluster of the cluster 

led by v3 and v4. So v5 use the timestamp as a parameter 

index to select v3 and v4 switching operation, which is 

on the contrary of Scene 3. 

 

Figure 9. Diagram of Multicast Tree in Scene 5 

 

 

4 Performance Simulations and Analysis 

4.1 Experimental Environment Configuration 

The experiment compares the performances of 

ALBS-SCS that put forward by this paper with NICE. 

In this paper, hardware environment of the simulation 

is as follows. Dual-core processor is Inter (R) Pentium 

(R), the memory is 3.4 G, and the operating system is 

32-bit Window7. This paper uses the network 

simulation environment of OMNeT4.1++ [20], and the 

overlay network simulation framework is INET-

OverSim-20101019 [21]. Bottom network model is 

Simple network model and the bottom of the generator 

node is oversim.common.NoChurn. The underlying 

network coverage is OverSim.Overlay.AlbsModules. 

The simulation schematic ALBS-SCS is shown in 

Figure 10. 

 

Figure 10. Simulation Schematic of ALBS-SCS  

4.2 Performance Metrics
 

[22] 

The outdegree of the node [15]. The outdegree of a 

node is the number of its children nodes that the node 

needs to carry, it also reflects the distribution of the 

nodes in the whole system. 

Average transmission delay. ATD (Average 

Transmission Delay) is the ratio of sum (TDi) and N, in 

which sum(TDi) is the total transmission time the 

request packet traveled between the sending node and 

the receiving node. To be specific, the request packet is 

sent by the sending node in the multicast system to the 

server and received by the receiving node after the 

transmission of each father node until it reaches the 

receiving node. For another, N is the number of the 

nodes. The calculation of ATD is described in Formula 

9. 

 

1

0

N

i

i

TD

ATD
N

−

=

=

∑
 (9) 

Average link pressure. In the multicast tree system, 

ALP, average link pressure is defined as the average 

time that a packet needs to be copied from the sending 
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server node to the destination node in one transmission 

process. 

Average multicast user satisfaction. AMUS reflects 

the overall performance of the whole system, including 

the average bandwidth, channel capacity and QoS. It is 

calculated as Formula 10. 
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N

i

i
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AMUS
N

−

=

=

∑
 (10) 

4.3 The Analysis of Experimental Results 

The statistics of the simulate results use the number 

of the nodes when it reaches 16, 32, 64, 128, 256 as 

examples to analysis the performance of ATD,ALP 

and AMUS. 

As shown in Figure 11, when the scale of the node is 

16, the AMUS of NICE and ALBS-SCS are 

approximately reach 65. When the node scale is 

increased, the AMUS of NICE Protocol is decreased 

significantly. However, the AMUS of ALBS-SCS has 

remained at about 60. The result shows that NICE is 

not good at adjusting the system according to the 

quality of the multicast system when it has large-scale 

nodes. As a result, hot spots are arisen, while the 

AMUS and the whole system are reduced. On the other 

hand, ALBS-SCS considered the performance of the 

multicast network, adjusted the nodes with poor 

performance, therefore hot spots are avoided. As a 

result, the AMUS is fixed at 60 and the performance of 

the system is kept stable. 

 

Figure 11. Node’s average MUS comparison 

The percentage of nodes’ outdegree is showed in 

Figure 12. When the number of nodes reaches 256, 

there are almost 80% nodes whose outdegree is 0 in 

both NICE and ALBS-SCS (these nodes are the leaf 

nodes). In NICE, about 6% nodes’ outdegree is 4, 

about 5% nodes’ is 5 or 6, and about 9% nodes’ is 7 or 

8. But in ALBS-SCS, according to the average MUS of 

current network fed back by nodes, it has made some 

adjustment, so none of the nodes’ outdegree is very 

small or large. It has balanced the whole system’s 

performance. 

 

Figure 12. Histogram of percentage of node outdegree 

distribution  

The average transmission delay is shown in the 

Figure 13. When there are only 16 nodes in the system, 

the ATD of NICE and ALBS-SCS are also at a low 

degree (about 15ms), but as the number of node 

increasing, the increasing speed of the ATD of NICE is 

faster than ALBS-SCS’s obviously. When there are 

256 nodes in the systems, the ATD of NICE is about 

140ms, and the ALB-SCS’s is 100ms. Because as the 

number of node increasing, the depth of the tree of the 

nodes is also increasing obviously and the ATD is 

decided by serious of the transmission by parent node, 

so that the ATD is increasing rapidly. The ALBS-SCS 

is adjusted by the average MUS, so that the node can 

choose the better parent node to join in, and the system 

can be improved. 

 

Figure 13. Average transmission delay comparison  

As node’s average link stress is shown in Figure 14, 

when the node scale is 16 and 32, the link pressure of 

NICE and ALBS-SCS are both about 1.5. Because 

when the network size is small, the NICE model is 

easy to cause the local optimal solution. But with the 

increase of nodes scale, the increase in average link 

stress of NICE is apparently greater than ALBS-SCS. 

It can be seen that ALBS-SCS is better at controlling 

the link pressure compared than NICE. Because 

ALBS-SCS system adjusts the balance of the nodes 

outdegree according to the average MUS, it will 

effectively decrease the height of the tree, thereby 

reduces the number of data packets forwarded and the 

average link pressure.  



An Adaptive Load Balancing Strategy of Application Layer Multicasts Based on Score of Customer Satisfactionn 1433 

 

 

Figure 14. Average link stress comparison 

5 Conclusion and Future Work 

First of all, this paper analyzes the current situation 

of ALM, due to diversity in hardware devices and 

software applications, as well as communication 

environment and other factors, resulting in an 

imbalance of the overall system utilization. In view of 

this characteristic, we weighted the service of quality, 

average bandwidth and channel capacity, this paper 

puts forward the concept of system average MUS. 

Secondly, adjusted the system end nodes according to 

the average system MUS, we proposed ALBS-SCS 

algorithm. Finally, through the simulation software 

OMNET4.1++ we experiment on ALBS-SCS. 

Comparison with the classical protocol NICE, we 

verified that ALBS-SCS can reduce the average 

transmission delay and average link stress better than 

NICE, and increasing system Average MUS, 

improving overall performance and user experience. 

Of course, ALBS-SCS mechanism has shortcomings, 

mainly because the value of the average MUS is 

mainly composed of service quality, the average 

bandwidth and channel capacity indicators. In the 

future research if we add other performance indicators, 

the value of average MUS maybe reflect a more 

comprehensive and closer to the actual situation. 

Meanwhile node can accept switch cluster mainly 

according to the value of average MUS in the 

regulatory mechanisms. If we add different node 

communications business in the future research, the 

effect of the adjustment mechanism will be better. 

Meanwhile, the next steps we will study how to 

combine nodes’ other performance indicators and 

nodes’ relative leaving probability, and how to 

recovery new leaders after the old leaders leave from 

the multicast tree. 
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