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Abstract 

We proposed a novel model for predict the Weibo 

reposts based on segmented BPNN and genetic algorithm. 

First of all, we studied the characteristics of Weibo 

reposts, and then proposed a segmented way for building 

BPNN by adding momentum to analyze the reposts data. 

Each segmented data sets will be considered as training 

data (inputs and outputs) to train the neural network. 

Secondly, genetic algorithm is utilized to generate a best 

solution to build the neural network. Accordingly, we 

include segmentation point, hidden layers, inputs, learn 

rate and momentum into a chromosome to find the best 

genes. Finally, we conduct extensive performance 

evaluations on the datasets of Weibo. As a result, the 

proposed model can improve the prediction accuracy of 

Weibo reposts. 
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1 Introduction 

The past decades have witnessed the circumstances 

that social network services have become the most 

significant medium for information sharing and 

dissemination. In online social networks, e.g. Sina 

Weibo, information diffusion occurs when a user reads 

and shares a post of another user, then the shared post 

is read and shared by other users, and so on [1-3]. Tens 

of millions of Weibo posts are created and reposted 

each day in China. If a Weibo post is of great quality 

and interesting, it will be shared and posted by some 

other users. Predicting the future reposted number of a 

target post is the base of the research on the effects of 

social networks. The behavior of information exchange 

of online social network happens in a short time; users, 

who has participated in the process of forwarding a 

post are not independent of each other; factors that 

affect forwarding a post are complicated. Therefore, 

the research of the rules of social network information 

diffusion is very important. In this paper, we focus on 

the topic of the prediction of online social network 

information diffusion. According to the law of 

forwarding a target post in the previous period of time 

(with the same temporal scale), we predict the 

forwarding number of the same target post at a certain 

time point (a future time point). Theoretically, the 

concern of this paper is a time series prediction 

problem. Because the post forwarding or information 

diffusion is time-dependent. The forwarding number of 

different blog posts vary on very different temporal 

scales. 

In order to predict the forward number of a blog post 

in the next time point, we use the back propagation 

neural network (BPNN) [4-6] to achieve this goal. The 

BPNN is fitted by training the network with known 

input/output data sets. The training paradigm finds a 

set of weight values that minimizes the error across the 

set of facts. If the network is validated, it can then be 

used to predict outputs based on new input values [7-8]. 

About the topic discussed in this paper, the repost 

numbers of a target blog post of previous time with a 

same temporal scale will be used as inputs and the 

forward number of the same post of the next time point 

(with a same temporal scale) will be used as output in 

the process of training the network. However, a large 

number of reposts of Weibo occurred during the initial 

period of time. Subsequently, the number of Weibo 

reposts will be significantly reduced. So the reposts 

data should be analyzed in a segmented way and the 

parameters of BPNN should trained in each segmented 

section based on reposts number and the change rules 

of the reposts data. In order to solve the mentioned 

problems, we have proposed a segmented way to 

analyze the reposts data and an adaptive dynamic 

method to learn the parameters in each segmented 

BPNN in this paper. 

It is worth noting that the back-propagation neural 

network is a layered network consisting of an input 

layer, an output layer, and at least one hidden layer of 

nonlinear processing elements. There are three 

important elements that we should focus on when 

building the training network: (1) How many inputs 

that should be passed into the input layer (the number 
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of inputs). (2) How many inputs that should be passed 

into each hidden layer. (the number of inputs of each 

hidden layer). (3) How many hidden layers in the 

network. (the number of hidden layers). In this paper, 

we use the genetic algorithm [9] to search a best 

elements combo (best solution) to build the training 

network. Genetic algorithms are commonly used to 

generate high-quality solutions to optimization and 

search problems by relying on bio-inspired operators 

such as mutation, crossover and selection. If we want 

to build a suitable neural network, we should find a 

best solution generated by genetic algorithm. In genetic 

algorithm which will be used in this paper, a 

population of candidate solutions (number of inputs, 

number of inputs of each hidden layer, number of 

hidden layer) to an optimization problem is evolved 

toward a best solution (the best way to build a network) 

when a satisfactory fitness level has been reached for 

the population [10-12]. In general, the final purpose of 

this research is to build a proper backpropagation 

neural network learning with time varying inputs. we 

have done the following work in this paper: 

(1) We have proposed a segmented way to analyze 

the reposts data  

(2) Each segmented data sets will be considered as 

training data (inputs and outputs) to train the neural 

network respectively. 

(3) Genetic algorithm is utilized to generate a best 

solution to build each segmented neural network. 

The whole framework of this paper is shown in 

Figure 1. 

BPNN

 Genetic Algorithm

Initial  data

Choose a 

best 

BPNN

segmentation prediction

 

Figure 1. Framework of this paper 

The rest of the paper is organized as follows: 

Section 2 states the proposed model, we clearly explain 

why and how does the proposed model works. Section 

3 describes the evaluation procedure, and provides 

encouraging results. Finally, Section 4 gives 

conclusions and outlook for further research in this 

area. 

2 Methodology 

In this section, we introduce the method of finding 

the segmented BPNN of time variation, Back 

Propagation Neural Network and Genetic Algorithm, 

inspired by which we construct our model. In the final 

part, we will discuss the proposed model and how does 

the model works. 

We assume that P = {p1, p2, …, pn} stands for a set 

of n blog posts. For a particular blog post pk, we set T 

= {t1, t2, ..., tn} as n time points on the time line, and all 

temporal scales are the same, i.e. t2-t1 = t3-t2 = ... = tn-tn-

1. F = {f1, f2, ... fn} stands for the forward number of 

this blog post pk at each time point, e.g. fn means the 

target blog post pk has been reposted fn times during the 

temporal scale tn-tn-1. 

2.1 Back Propagation Neural Network 

A basic neural network consists of three parts: input 

layer, hidden layer(s), output layer. Input layer receive 

inputs, output layer produce outputs, hidden layers 

provide the interconnections between inputs and 

outputs. We use the forward numbers {f1, f2, ... fn-1} as 

inputs from time point 1 to n-1, fn is used as output in 

the next time point n. The neural network is fitted by 

training the network through known inputs and outputs 

data. During the training we can get a set of weight 

values that minimizes the error across the set of known 

data. Finally, the network will learn the interconnections 

between inputs and outputs. When the network 

validated, the network can then be used to predict a 

blog post’s forward number (output) based on the same 

blog post’s previous forward number sets (new inputs). 

Before we process, denote the inputs, weights and 

outputs of BPNN as: 

 
1 2 1

( ) ( , , ..., )
n

x t f f f R
−

= ∈ , (1) 

 ( )
n

y t f R= ∈ , (2) 
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j j j n j

w t w w w R
−

= ∈ , (3) 

Where x(t) is the input vector, we use a mass of 

Weibo reposts data as inputs according to a fixed time 

interval. w(t)j is the weight vector for j-th input of a 

hidden layer and y(t) is the output, wij is weight value 

between input i of input layer and input j of hidden 

layer, n is the time point. In order to learn the network, 

we need learn the interconnections between input 

layers and output layers. In the process of learning, all 

the training data will be delivered from input layer to 

hidden layers and then to output layer, all data will be 

processed layer by layer by using error feedback 

mechanism, i.e. backpropagation. In the process of 

backpropagation, the error value between the learned 

output value and real sample value should be computed 

at first. Then the error value will be retrained to the 

network to make the error value converge, for more 

details please see the previous work talked about 

BPNN [13-15]. 

The back propagation neural networks are multi-

layered. The strategy of constructing the network has a 

great influence on the training results [16].  

The j-th input of a hidden layer is computed through 

the following formula: 



A Novel Model for Weibo Reposts Prediction by Using Generic Based Segmented BPNN 1295 

 

 
j ji i

i

in w f=∑ , (4) 

Then the j-th output of this hidden layer is defined as: 

 ( )
j j

o g in= , (5) 

Where g(.) is the sigmoid function: 
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g x
e
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θ  is the bias value to balance the S function. In this 

paper, in order to catch the relations between the input 

pattern and output value of hidden layer, we define θ  

as: 

 .
1

i

i

f

n
θ ϕ=

−

∑
, (7) 

where ϕ  is the hyper-parameter to make the bias in a 

proper range. In a similar way, the final output o can be 

computed using the formula (X). The average error of 

the network can be given by: 

 21
( ( ) )

2
n

E g f o= − , (8) 

Stochastic gradient descent (SGD) is utilized in the 

learning process to minimize the E. For more details 

please the references in [23]. Each weight of each layer 

will be updated as: 

 ( ) (1 )kj k k k k jw t o o o oηΔ = − − , (9) 

 
ji j i

w oηδΔ = . (10) 

2.2 Momentum Factor 

The substance of building a neural network is to solve 

the problem about nonlinear optimization. Therefore, 

local convergence is the weakness when SGD is used 

to find a global optimal solution. There are many local 

minima and flat regions when computing mean square 

error of quadratic functions.  

In order to suppress the occurrence of concussion, 

we define a momentum factor σ  during the process of 

SGD to learn each weight: 

 ( 1) ( )
E

w n w n
w

η σ
∂

Δ + = − + Δ
∂

, (11) 

Where 0 1σ< < . When the learning process enters the 

flat area of the error, the weight change of the 

momentum term can be helpful to escape the flat area 

and effectively control the situation that the final result 

falling into local minimum value. 

2.3 Genetic Algorithm 

In order to build a good neural network about this 

paper’s problem, we should answer the following 

questions:How many inputs we have in the input layer? 

How many inputs in each hidden layer? How many 

hidden layers in the network? We use genetic 

algorithm [17-20] to answer these mentioned questions 

by simulating natural evolution. The search space of 

the problem is represented as a collection of solutions. 

More specifically, we use the combination of number 

of inputs, number of inputs of each hidden layer; 

number of hidden layers as an individual solution. The 

purpose of using genetic algorithm in this paper is to 

find a best solution from the search space with the best 

“genetic material”, which can answer the mentioned 

questions and build a perfect network. For more details, 

please see the previous preferences [21-22]. 

Initially, we have m solutions in the search space 

and all of the solutions will be represented by character 

strings. The quality of a solution is measured with 

fitness function, which is: 

 

1

1

i

n

m

i

n

i

f
ft

f
=

= −

∑
. (12) 

The greater the fitness value, the higher the 

probability of being selected for inheritance. After 

several crossovers, inheritances and mutations, the 

average quality of the population will be increased, and 

then we can achieve a best solution to build the 

network.  

In the scenario of the prediction of Weibo reposts, 

we should put the time interval, number of hidden 

layers, number of inputs, learning rate and momentum 

factor into the gene to evolve a best gene to build the 

network work. In addition, population size, fitness 

function and evolution rules are all the important part 

to enhance the ability of seeking a chromosome.  

2.4 The Proposed Hybrid Model 

The prediction algorithms of the proposed model 

can be described as the following steps, see Figure 2: 

(1) From the initial training data sets, we segmented 

the initial data according to the reposts number and the 

change rules of the reposts data. Then each segmented 

data part should be treated as the initial training data 

separately in the next step. 

(2) Each kind of pattern data is used to train the 

parameters in the model of BPNN. Then we can obtain 

a nonlinear model to predict the forwarding number of 

a post in the next time point. 

(3) We use the genetic algorithm described in 

section 2.3 to to find a best plan (parameter sets) to 

build the neural network (Repeat step(2) until 

minimum loss is reached). 



1296 Journal of Internet Technology Volume 19 (2018) No.5 

 

.

.

.

.

.

.

.

.

.

.

.

.

Input layer Output layer

...

...

...

Hidden layers

error

How many inputs?
How many hidden layers?

How many inputs of each 

hidden layers?

solution1

solution2

solution3

Best solution

Genetic 

Algorithm

Update w

Each segmented

training data

BPNN 

real 

sample

segmentation

Training data

 

Figure 2. The proposed hybrid model 

3 Evaluation 

3.1 Experimental Setup 

We have crawled the training data from the famous 

social website Sina Weibo. 70% of the initial data are 

random selected as the training data to predict the 

remainings. Population size is set as 80 to seek the best 

chromosome. Each chromosome contain 9 genes, No. 

1 gene on behalf of the segmentation point, No. 2 to 5 

genes stand for hidden layers, inputs, learn rate and 

momentum in the first segmented part of training data, 

No. 6 to 9 genes stand for hidden layers, inputs, learn 

rate and momentum in the second segmented part of 

training data. 100 generations of genetic evolution will 

be conducted in this paper. 

We use the stander evaluation formula Mean Square 

Error (MSE) to evaluate the prediction accuracy. MSE 

is defined as follows: 

 

2ˆ( )real predictr r

MSE
η

η

Ω

−

=

∑
�

. (13) 

3.2 Evaluation of Segmentation for BPNN 

without Genetic Algorithm 

3.2.1 Real Data Analysis of Weibo Reposts 

Figure 3 shows the total number of the reposts of 

Weibo post “Chinese actor Yumin Chou has been 

married with his wife” during 14 days. We can see that 

most of the behaviors of reposts happened in the period 

from 0 to 105 s. The number of reposts in this period (0 

to 105 s) accounted for 96% of the total reposts during 

14 days. In order to further accurately study the 

forwarding behavior, we collect the reposts number 

during the time period from 0s to 105s, see Figure 4. 

The red dashed line stands for the average value of the 

reposts the mentioned Weibo, The green dashed line 

stands for the median value and the blue dashed line is 

the median value but the duplicate reposts are not 

counted. More specifically, we can see that the spacing 

between the mentioned three lines is very large, which 

means the dispersion degree of reposts data is high and 

the stability of reposts data is poor. Although BPNN 

has the ability to deal with nonlinear mapping 

problems, the data with high dispersion degree and 

poor stationarity will bring the difficulties of parameter 

training and lead to the reduction of prediction 

accuracy. 

 

Figure 3. Statistics of Weibo reposts (during 14 days) 

 

Figure 4. Statistics of Weibo reposts (from 0s to 105s) 
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Empirically, we can set up the segmentation points 

according to the time point of intersections between 

average repost value line and the reposts line. Let’s 

look back Figure 4, the average repost value line and 

the reposts line cross at the time point 2×104s. Time 

period from 0-2×104s is the first phase of data, time 

period from 2×104s-105s is the second phase of data. 

We can get the conclusion from Figure 4 that the 

number of reposts and the range ability of reposts are 

both large in phase one, but in phase two, number of 

reposts and the range ability of reposts are both small. 

It means that there is a distinct difference between the 

two phase of reposts behavior.  

Then we analyze the data of two phase separately. In 

Figure 5, we can see that the spacing between the 

mentioned three lines (average value line, the median 

value line and the median value line but the duplicate 

reposts are not counted) is very small in each phase, 

which means the dispersion degree of reposts data is 

low and the stability of reposts data is strong. It is 

suitable to use the same neural network model to train. 

 

(a) phase one:0-2×104s 

 

(b) phase two: 2×104s-105s 

Figure 5. Statistics of Weibo reposts (two phases) 

3.2.2 Parametric Analysis of Segmented BPNN 

Based on the above data analysis, we segment the 

Weibo data “Chinese actor Yumin Chou has been 

married with his wife” into two phases. Each phase 

will be trained to predict reposts independently and 

then merger the prediction results of two segmented 

phases. 

Data normalization. In order to increase computational 

efficiency, we use the reposts number during 60 

seconds as the base unit. The characteristics of active 

function of BPNN require normalized data. Suppose 

X(t), t = 1, 2, 3L as the number of reposts in each time 

point. Xmax(t) is the maximal value among X(t), Xmax(t) 

is the minimum value among X(t), then the data 

normalization can be computed as 

 min

max min

( ) ( )
( ) , 1,2,3

( ) ( )

X t X t
X t t

X t X t

∗
−

= =

−

� . (14) 

Hidden layer of each BPNN. There is no unified 

theoretical guidance for the selection of hidden layers 

of BPNN. Normally, BPNN with one hidden layer can 

approximates any function, BPNN with two hidden 

layers approximates any function with arbitrary 

precision. The increase of hidden layers will lead to a 

significant increase in training time. Therefore, we 

choose one hidden layer to build BPNN. 

We use the following empirical function to choose 

the neuron numbers of hidden layer. 

 
( )

train

l

i o

N
N

N Nα

=

× +

, (15) 

where 
i

N  stands for inputs, 
o

N stands for the outputs, 

train
N  is the number of training data, α  is the scale 

factor with the value between 2-8. 

Inputs and outputs of each BPNN. In this section, the 

purpose of using BPNN is to predict the Weibo reposts. 

Hierarchical relationships between users, follow 

relations between users, the characteristics of "small 

world" of Weibo network will lead Weibo information 

exploded in short time. The input layer should contain 

a lot and proper inputs to capture the hidden relations 

behind the reasons of reposts. The reposts data should 

also be entered into the neural network in 

chronological order. In this paper, we will handle the 

experiment by gradually increasing the number of 

inputs, then the number of the final inputs are 

determined by analyzing the training error. 

The output node is one, which stands for the reposts 

number of the next 60s. 

3.2.3 Evaluation of Inputs and Hidden Layer 

Firstly, we set a random number of input layers, and 

then we analyze the influence of different numbers of 

hidden layer nodes on the prediction accuracy of the 

model to determine the number of suitable hidden layer 

neurons. Then we change the number of input layer to 

find the number of suitable hidden layer nodes. The 

rest can be done in the same manner until we find the 

best combo of inputs and hidden nodes. 

Figure 6 states the influences of hidden layer nodes 

under the situation of a certain number of input layers. 

It can be seen from the figure that there is no 
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significant positive correlation or negative correlation 

between the number of hidden layer nodes and the final 

prediction accuracy. By analyzing the results, We 

choose 6 as the best hidden layer nodes to conduct the 

next experiment. 

   

Figure 6. The influence of hidden layer nodes for 

accuracy of prediction 

We can get the conclusion from Figure 7 that there 

is no significant positive correlation or negative 

correlation between the number of inputs and the final 

prediction accuracy. For the first phase, the best inputs 

number is 2, and for the second phase, the best inputs 

is 7. From the above two experimental results, the 

optimal inputs of different phase are different, which 

indicates that it is necessary to segment the initial 

BPNN to enhance the accuracy of prediction. 

     

Figure 7. The influence of inputs for accuracy of 

prediction 

3.2.4 Evaluation of Learning Rate and 

Momentum 

For each segmented BPNN, we set the learning rate 

gradually increased from 0.001 to 0.02. The average 

results of 30 times experiments are shown in Figure 8. 

 

(a) (b) 

Figure 8. evalution of learn rate 

We can see that for the different model, the effect of 

learning rate is not the same. In the first segmented 

BPNN, each learning rate value has little effection for 

the final model prediction accuracy (MSE = 0.0015) 

expect for learning rate = 0.001. In the second 

segmented BPNN, all the learning rate values are result 

in the final prediction accuracy, that is MSE = 0.0018. 

We can get the conculsion that learn rate is mainly 

influence the training process of BPNN but has a little 

effect on the final model accuracy for the scenario of 

the prediction of Weibo reposts. 

The evaluation result for the proposed momentum 

factor is shown in Figure 9. Figure 9 and Figure8 has a 

similar result: in each segmented BPNN, momentum 

also has a little effect on the final model accuracy for 

the scenario of the prediction of Weibo reposts. Adding 

momentum into the model is to inhibit shocks of 

learning process. As a single factor, although it has 

little effect on the model prediction, it still has the 

function to find a best chromosome as one of genes.  

  

(a) (b) 

Figure 9. evalution of momentum 

So far, we can achieve the best paprameters for 

training the segmented two phases. All the best values 

are summaried in Table 1. 

Table 1. Statistics of best paprameters values for 

training the segmented two phases 

 inputs Hidden layers Learn rate momentum

Phase 1 2 5 0.01 0.5 

Phase 2 7 5 0.016 0.5 

 

Then we compare traditional BPNN and the segmented 

BPNN, see Figure 10. From the figure, we can see that 

the best MSE for BPNN is 0.0029 but the best MSE for 

segmented BPNN is 0.0013. Segmented BPNN 

achieve a better result for prediction. The red line 

stands for the real value for the Weibo reposts and the 

green line stands for the predicted value. In Figure 

10(a), the red line is nearly coverd by green line and 

the predicted value fluctuates greatly. In Figure 10(b), 

the green line and the red line are basically consistent, 

which means segmented BPNN achieve a better result 

for reposts prediction than BPNN. 
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(a) 

 

(b) 

Figure 10. Comparison of accuracy of reposts 

prediction 

3.3 Evaluation of the Hybrid Model 

3.3.1 Parameters Setting of Genetic Algorithm 

Population size is set as 80 to seek the best 

chromosome. Each chromosome contain 9 genes, No. 

1 gene on behalf of the segmentation point, No. 2 to 5 

genes stand for hidden layers, inputs, learn rate and 

momentum in the first segmented part of training data, 

No. 6 to 9 genes stand for hidden layers, inputs, learn 

rate and momentum in the second segmented part of 

training data. 100 generations of genetic evolution will 

be conducted in this paper. 

We use a roulette selection mechanism and optimum 

retention mechanism to guarantee the best generation is 

copied to the next generation. In this way, both the 

stability of the algorithm and the global convergence 

are added. We can get the gene exchange probability Pc 

and gene mutation probability Pm by using the 

following adaptive algorithms. 

 

' '

1 max max

'

3

2 max max

4

( ) /( )

( ) /( )

avg avg

c

avg

avg avg

m
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k f f f f f f
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k f f

k f f f f f f
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k f f
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= ⎨ ⎬

<⎪ ⎪⎩ ⎭

− − >⎧ ⎫⎪ ⎪
= ⎨ ⎬

<⎪ ⎪⎩ ⎭

, (16) 

where 
max
f  is the largest population fitness, 

avg
f  is the 

average population fitness, 'f is the larger fitness value 

of the two individuals and f is the fitness value of 

variated individual. 

3.3.2 Evaluation of the Segmented BPNN with 

Genetic Algorithm 

After 300 times generations, we obtain the best gene 

values for the final best chromosome, see Table. 2. 

Table 2. Statistics of the best paprameters values for 

training the hybrid models 

Segmentation point Segmented BPNN 1 Segmented BPNN 2 

G1 G2 G3 G4 G5 G6 G7 G8 G9 

0.1 6 1 0.08 0.8 4 9 0.02 0.9 

 

Then we use the gene values to build the propose 

neural network. In this section, we compare the 

prediction accuracy results under three kinds of BPNN, 

they are the regular BPNN (see Figure 11(a)), the 

segmented BPNN without genetic process (see Figure 

11(b)) and the genetic-based segmented BPNN (Figure 

11(c)). Compare to regular BPNN and segmented 

BPNN, the proposed GA- segmented BPNN’s 

prediction curve is more closer to the real data curve. 

Moreover, the prediction accuracy of regular BPNN is 

0.002, for segmented BPNN, prediction accuracy is 

0.0013 and for GA segmented BPNN, MSE is 0.0007. 

Therefore, the proposed model enhance the prediction 

accuracy for Weibo reposts prediction. 

 

(a) 

 

(b) 

 

(c) 

Figure 11. Evalution of three kinds of BPNN 
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4 Conclusion 

Through the real data analysis we found that the 

behavior of Weibo reposts has the characteristics of 

explosive growth in the early stage. The distribution of 

Weibo reposts in the statistical interval is extremely 

unbalanced. More specifically, the spacing between the 

average value of the reposts, the median value and the 

median value but the duplicate reposts are not counted 

is very large, which means the dispersion degree of 

reposts data is high and the stability of reposts data is 

poor. Although BPNN has the ability to deal with 

nonlinear mapping problems, the data with high 

dispersion degree and poor stationarity will bring the 

difficulties of parameter training and lead to the 

reduction of prediction accuracy. BPNN is used as the 

basic model to make prediction, but the reposts data is 

divided into two parts for building BPNN through 

analyzing the combination of average reposts value and 

median value. In order to find the best solution to build 

BPNN and enhance the ability of Weibo reposts 

prediction, we use genetic algorithm to search the 

global optimal solution. The genetic-based segmented 

BPNN has been evaluated on the datasets of Weibo. 

The results have shown that, the proposed model can 

improve the prediction accuracy of Weibo reposts. 
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