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Abstract

The basic K-center problem is a fundamental facility location problem. Given \( n \) vertices with some distances, one wants to build \( k \) facilities in different vertices, so as to minimize the maximum distance from a vertex to its corresponding facility. This problem is known as the NP-hard problem, and grouping sensor nodes into a cluster is an important mechanism in large multi-hop wireless sensor networks for obtaining scalability, reducing energy consumption, and achieving better network performance. This study proposed a new method for solving the K-center problem based on the Genetic algorithm and dominating (GADO) set, and it is called the GADO method for wireless sensor network. An evaluation of the proposed GADO shows a decrease in the number of the centers compared to the well-known Farthest-first traversal method and dominating set only-based methods. Not only is the total distance from the centers to the sink node less than the other two algorithms, but the proposed GADO also diminishes the data delay and increases the lifetime of the centers.
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1 Introduction

A wireless sensor network is a system composed of a few to hundreds or even thousands of nodes. The development of small, low-cost intelligent sensors with communication capabilities has prompted the emergence of wireless sensor networks (WSNs) in applications such as environmental monitoring and tracking [1], as well as measuring, and gathering based on some local decision process, in order to transmit the useful data to user [2]. The organization of large multi-hop wireless networks into clusters is essential for achieving basic network performance. Clustering in WSNs is primarily characterized by data aggregation for each cluster head, which significantly reduces the traffic cost. Sensors in these multi-hop networks detect events and then communicate the collected information to a central location where the sink processes and controls the whole network. WSNs are typically deployed in hostile and remote environments such as dense jungles, battlefields, etc. [3].

It is expected that a large group of cheap, simple sensor devices can be randomly scattered over a field of interest, because of the characteristic of the node that could not be re-charged or replaced in an adverse environment. Thus, in addition to the sensing task, every node also has the burden of relaying interesting events from other sensors in the network to the sink, which causes these nodes that are closer to the sink node to easily die versus those nodes that are far away from the sink. No matter how we decrease the transmission energy cost, those nodes burdened by a lot of relaying tasks consume ten times or even hundreds of times of energy to finish the transmission. Even if the routing optimization algorithm the researcher has proposed is extremely perfect, the node closer to the sink in the critical position will always die earlier than the node located on the border edge with the same equipment. With the development of WSNs, the literature has designed the network hierarchical structure largely used to provide scalable solutions in many networking systems [4-5]. The basic hierarchical model requires two main methods [6]: periodic selection of cluster heads (CHs); and assignment of each node to one or multiple clusters. Each cluster is the cluster representative that is responsible for cluster management.

This paper proposed a new method to solve the energy balancing problem, also called the k service centers vs. client nodes model problem, and applied it
into a wireless sensor network. In this network the sink node serves as the first level for processing the data, and the service centers as a second layer are responsible for collecting the interesting event from the sensor clients and communicating with the sink node directly. The last level of this three-tier structure is the sensor node client level, in which sensing the environment information and transmitting the important event to the service site are the main works for the node clients. Here, k is the amount of service sites, which is the most important parameter for our network, and k should not be too large, which would increase the construction fee and other expenditures. However, this k should also not be too small, which would cause the incomplete coverage problem. Hence, the aim of this paper is to try and minimize the number of service sites as few as possible. In this way, the cost of construction for a three-tier structure network could decrease, while the network at the same time could achieve full coverage.

The rest of the paper is organized as follows. Section 2 introduces the K-center problem and two methods to solve the K-center problem and other related works. Section 3 describes our proposed algorithm for the K-center problem based on a genetic algorithm. Section 4 shows the performance comparing our algorithm with other methods, along with some analysis about them. Section 5 concludes the paper.

2 Related Works

The basic K-center problem is a fundamental facility location problem, where we are asked to locate K facilities in a graph and to assign vertices to facilities, so as to minimize the maximum distance from a vertex to the facility to which it is assigned. This problem is known as being NP-hard [7-8], and several optimal approximation algorithms that achieve an approximation factor of 2 have been developed for it. A $\varepsilon$-approximation algorithm for a minimization problem runs in polynomial time and always outputs a solution of value that is no more than $\varepsilon$ times the optimal. Recent research has presented some variant versions about the K-center problem algorithm [9]. For example, in 2015, Du et al. [10] studied an incremental version of the K-center problem with centers constrained to lying on the boundary of a convex polygon. They presented a polynomial time incremental algorithm with a competitive ratio of around 2.6 and proved that no deterministic incremental algorithm can achieve a ratio better than 2 for the problem.

Liang et al. [11] in 2015 considered the connected K-center (CkC) problem, which can be seen as the classic K-center problem with the constraint of internal connectedness, where two nodes in a cluster are required to be connected by an internal path in the same cluster (CkC was first introduced by Ge et al. [12] in 2008). They proposed a 6-approximation algorithm for the connected K-center problem and also showed that the algorithm given by Ge et al. [12] is invalid since computing the reaching distance is NP-hard. Feldmann [13] offered a method that considers the K-center problem and some of its generalizations. He disclosed how to get below the approximation factor of 2 by combining the parameters $k$ and $h$, where $k$ is the number of center vertices and $h$ is the highway dimension parameter. He also noted that the K-center problem is a generalization of the Dominating Set problem. Chechik and Peleg [14] showed interest in the capacitated K-center by studying the fault-tolerant version of this problem, where one or more service centers might fail simultaneously, and how to fix the problem. In 2012, Shih et al. [16] propose a fault node recovery (FNR) algorithm to enhance the lifetime of a wireless sensor network when some of the sensor nodes shut down. The algorithm is based on the grade diffusion algorithm combined with the genetic algorithm [15-16]. The algorithm can result in fewer replacements of sensor nodes and more reused routing paths. However, the FNR still suffers the bottleneck problem, all the inside nodes deplete their power earlier than the outside nodes, and those inside nodes are the most of candidates for recovery.

2.1 Farthest-first traversal

A basic fact about the K-center problem is that it is NP-hard. Thus, there is no efficient algorithm that always returns the right answer. Farthest-first traversal method from Gonzalez [17-18] is a simple greedy approximation algorithm that achieves an approximation factor of 2. The same idea also used in 2002 by Harel and Koren [19].

The idea of Farthest-first traversal is simple. The first point is chosen arbitrarily, and each successive point is as far as possible from all previously chosen points. As the pseudocode shown in Figure 1, it lists the process of Farthest-first traversal. In the pseudocode, S is a set of points, and T is the final results for collecting the centers. Set T is empty at first. Point $z$ is any point in the set S. The distance between a point x to all the centers from set T is denoted as $\rho(x,T)$.

Set $S$, set $T = \emptyset$.

Pick any $z \in S$ and set $T = \{z\}$

while $|T| < k$:

$z = \arg \max_{x \in S} \rho(x,T)$

$T = T \cup \{z\}$

Output $T$

Figure 1. Process of farthest-first traversal
2.2 Minimum dominating set

The minimum dominating set problem is one type of minimum set cover problems [13, 20-21], which is a series of main sub-problems when solving the K-center problem. The process of getting the dominating set [20] starts from an empty set $T$, in which set $T$ is the final dominating nodes. Set $T$ grows during the algorithm based on the “lazy” principle, which adds a new point into $T$ as late as possible. At the same time, the two arrays of CovCnt[] and Score[] will be set, and both of the lengths of the arrays are the number of nodes. In CovCnt[v] array, v is the tag of nodes, the value of CovCnt[v] is the number of times the vertex is covered by the remaining vertices, and its initialized value is $deg(v)+1$, where $deg(v)$ denotes the degree of node v. The initialization value of Score is equal to CovCnt[v]. Score[] is used to estimate the possibility of becoming a center.

We then choose one node with a minimal score and check this point’s neighbors CovCnt[v] value to see if its neighbors’ cover count value is equal to 1. Setting the node into set $T$, this node must be added to the dominating set $T$, because this node is the only possible remaining vertex in network that can cover its neighbor with the CovCnt[v] value equal to 1; otherwise, adjust the CovCnt[v] and Score value. Consequently, all the vertices of the network will be covered. The result of the algorithm is a dominating set. In this paper the final results will be output after running the dominating set algorithm and parametric pruning algorithm.

The author Robič presented this heuristic process for solving the minimum dominating set problem. However, the situation in that paper is much different from ours. That sensing radius and receiving package capacity are fixed values in our simulation tests. Thus, our implementation about the DO part only includes the above process, without the Bottleneck Graph part.

3 GADO Implementation

Genetic algorithms are a family of computational models inspired by evolution [22-25]. An implementation of a genetic algorithm begins with generating several initialization gene populations. To evaluate each gene population, one uses a fitness function and then repeats the following steps until a good result has been found. First, elect father and mother genes from the existing population. Second, recombine parents to generate a new child. Third, compute the fitness value for the child. Fourth, replace the old population by the child with a better fitness value. Finally, stop the output until it reaches the iteration times.

The process of the GADO method is presented as below, which also solves the K-center problem. Thus, the aim of the method is to minimize the number of $k$.

Step 1. Generate the potential service nodes using the dominating set method introduced in related works, in which nodes will be used to generate initial chromosomes. Note those nodes as SD.
Step 2. Initialize the $M$ chromosome population, with each chromosome having $n$ dimensions. In other words, an $n$-bit binary string is indicated as having one chromosome where $n$ is the number of whole sensor nodes in the network. The usual 0 and 1 binary representation is the value of $n$ sensor nodes; a value of 0 for each bit implies the node is a normal node; and the value 1 presents that the node is a center. One of the chromosome is a variant of SD. SD is a set of nodes, with those nodes occupying a bit position labeled by value ‘1’. The other bits are given a value ‘0’. The remainder of the population is generated from the one where reverses a certain bits of value ‘0’ into value ‘1’ randomly and non-repetitive. Figure 2 shows one structure of a chromosome. The first row is the serial number of sensor nodes, and the second row presents the character of nodes, whether it is a center or a common node.

![Figure 2. An individual chromosome](image)

From the figure, it is easy to tell that the number one, three, and ($n-1$) nodes are the center candidates. The others are the common nodes for now.

Step 3. Checkup function. This function is to confirm the validity of a chromosome. Each chromosome must be an effective resolution of the center-client model. Every sensor node could be covered by at least one center. If it returns 0, then this chromosome needs to be remedied. Change the uncovered node to be the center or the following strategy. List all uncovered nodes, keep adding one of the nodes into the center, and then remove the covered node by the new center until all the nodes are covered.

Step 4. Evaluate the $M$ chromosome population using the fitness function. Store the best one as $f_{best}$.

A well designed fitness function could accelerate the evolving of the good solution. Here we present our fitness function to evaluate the individuals. The fitness function is composed of $cv$, $ca$, and $oa$ parameters, and $cv$ is the sum of the number of nodes that satisfy the two criteria. First, the bit value should be ‘0’, where the position represents this node. Second, this node could be covered by at least one center. The $ca$ actually is a constant value, which calculates the total amount district of the network area. The equation is:

$$ca = \left[ \frac{\text{width} \times \text{length}}{(\text{senseR})^2} \right]$$ (1)

The $width$ and $length$ are the size of the network area, and $senseR$ measures the communication radius of the sensor node. The last $oa$ counts the practical sector that
those centers occupy. Coefficients $\alpha_1, \alpha_2$ are constants. The fitness function is:

$$F = \alpha_1 \times cv + \alpha_2 \times oa / ca$$  \hspace{1cm} (2)

**Step 5.** Parent selection techniques. There are a lot of widely used methods for parent selections, which cover the task of assigning re-productive choices to each individual in the population. Divide all the chromosomes into two sets; the father chromosome is from one set, and the mother chromosome is from the other. Here, replace those chromosomes that have a worse than one-half chromosome fitness value by the children.

**Step 6.** For the crossover process, in our algorithm we only use one-point operators. The crossover operators work by fixed choice. The one-point is set as the middle point of the length of the chromosome. For example, Let $C_1$ (mother) and $C_2$ (father) be the parent chromosomes (see Figure 3), $C_{1,1}, \ldots, C_{1,n}$ and $C_{2,1}, \ldots, C_{2,n}$, respectively. A middle point is chosen, and then the child $C_3$ strings of $C_1$ and $C_2$ are:

$$C_3 := C_{1,1}, C_{1,2}, \ldots, C_{1(n/2)}; C_{2(n/2)+1}, C_{2,1}, \ldots, C_{2,n}$$  \hspace{1cm} (3)

In order to make sure that the child of a newborn is not invalid for our work, the checkup process is for checking the child’s effectiveness. In the end, replace the valid one child with one of the chromosomes in Set $B$.

$$\begin{array}{cccccc}
1 & 2 & k & k+i & n-1 & n \\
1 & 0 & \ldots & 0 & 1 & \ldots & 1 & 0 \\
1 & 2 & k & k+i & n-1 & n \\
0 & 1 & \ldots & 1 & 0 & \ldots & 1 & 0 \\
1 & 2 & k & k+i & n-1 & n \\
1 & 0 & \ldots & 0 & 1 & \ldots & 1 & 0 \\
\end{array}$$  \hspace{1cm} Figure 3. Crossover process

**Step 7.** Mutation process. Mutation is usually applied to each child after a crossover, but here for the sake of ease and convenience, the mutation process is applied to each chromosome. The mutation process works by inverting a bit value in the chromosome with a small probability. A mutation is generally seen as a background operator that provides a small amount of random search. It helps to guard against loss of valuable genetic information by reintroducing information lost due to premature convergence and thereby expanding the search space. [26-27] suggested a mutation rate of $1/n$ as a lower bound on the optimal mutation rate, where $n$ is the length of the chromosome. The mutation rate could be a variable. This lower bound rate exactly mutates one randomly chosen bit in one chromosome. Here, we use a constant 0.02, as the Figure 4 shows.

$$\begin{array}{cccccc}
1 & 2 & k & k+i & n-1 & n \\
1 & 0 & \ldots & 0 & 1 & \ldots & 1 & 0 \\
1 & 2 & k & k+i & n-1 & n \\
1 & 0 & \ldots & 1 & 0 & \ldots & 1 & 0 \\
\end{array}$$  \hspace{1cm} Figure 4. Mutation process

An overview of the GADO method steps:

1. Generate $M$ random population solutions based on the results of the dominating set method. Check on their infeasibility.

2. Evaluate all the population fitness functions. Sort them by decreasing order.

3. Divide the population into two sets. Select two chromosomes $P_1$ and $P_2$ from the two population sets. $P_1$ is not equivalent to $P_2$.

4. Combine $P_1$ and $P_2$ using a middle-point operator to generate a child $P_3$. Check $P_3$’s feasibility. If it is not satisfied, then re-chose $P_2$; otherwise replace one of the populations with a population having a lower fitness value by $P_3$.

5. Mutate 0.02 percent randomly selected genes for any chromosome; check on the chromosome’s feasibility; if not satisfied, use the remedy strategy.

6. Repeat steps 2-5 until the solution is satisfied.

### 4 Experiment Results

In this section we describe several implemented and tested algorithms used in our sensor node network. The sensor nodes are randomly deployed in a two-dimensional environment with the size of 200 times 200 square units. The number of sensor nodes differs from 100, 200, 300, and 400. Our algorithm GADO is used to find the K-centers for the network, and then other node could transfer its data to its closest center, while the centers communicate with the sink directly. The goal of this paper is to find the least number of service centers, while those centers could cover all other nodes. The population size of chromosomes is set at 16. In our simulation, the sensing radius and the communication radius range from 40 units to 20 units with a decreasing number of nodes. For 100 nodes, the sensing radius is 40; for 200 nodes, the sensing radius is 30; for 300 nodes, the sensing radius is 25; and for 400 nodes, the sensing radius is 20. Table 1 shows the center number for the three methods and the fitness value. In Table 1, the first row explains the number of nodes 100 to 400 and the sensing radius of nodes 40 to 20. In each method row, the up row shows the number of centers, whereby the smaller amount the better. The down row lists the fitness value, whereby the larger value the better.

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of Centers</th>
<th>Fitness Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GADO</td>
<td>4</td>
<td>0.9</td>
</tr>
<tr>
<td>FF</td>
<td>6</td>
<td>0.8</td>
</tr>
<tr>
<td>DO</td>
<td>8</td>
<td>0.7</td>
</tr>
<tr>
<td>GA</td>
<td>10</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 1 and Table 2 present the results of four methods: GADO, FF, DO, and GA in four different sizes of network. GA means the method of genetic algorithm. The experiments run in the same situation with the same iterations between GADO and GA,
where 100-node, 200-node, 300-node and 400-node run 500, 600, 700 and 800 iterations respectively. Here, 100/40 describes a 100-node network with a 40-unit sensing and communicating radius in a 200 square unit grid network.

**Table 1. Fitness value results**

<table>
<thead>
<tr>
<th>Node number/sensing radius</th>
<th>100/40</th>
<th>200/30</th>
<th>300/25</th>
<th>400/20</th>
</tr>
</thead>
<tbody>
<tr>
<td>GADO</td>
<td>43.28</td>
<td>87.83</td>
<td>129.78</td>
<td>171.28</td>
</tr>
<tr>
<td>FF</td>
<td>40.86</td>
<td>85.77</td>
<td>127.85</td>
<td>166.83</td>
</tr>
<tr>
<td>DO</td>
<td>41.34</td>
<td>85.77</td>
<td>128.29</td>
<td>168.29</td>
</tr>
<tr>
<td>GA</td>
<td>41.84</td>
<td>79.88</td>
<td>113.87</td>
<td>151.34</td>
</tr>
</tbody>
</table>

Table 2 shows that for 100 nodes of a network with 40 units of nodes’ sensing radius, it only uses 14 nodes to cover all nodes in the network for the GADO algorithm and 18 nodes for the dominating set algorithm, while the Farthest-first traversal needs more nodes. For the network with 400 nodes, the sensing radius of the node is 20 units, and the result of GADO is better than the other methods. In Table 1, the result of fitness value also shows that GADO method obtains a good performance.

The dominating set algorithm and Farthest-first traversal both are one-time algorithms, but the GADO algorithm could optimize the results as long as the iteration times are increasing. They actually belong to different classes of solution solving methods. Thus, the following table lists other results for comparing the merits of these three methods. Distance computing times (DCT), just as the name implies, count the number of times of computing distance between node to node used in the whole process of the algorithm. We could calculate the approximate scope DCT value of FF and DO by using the equation, even though there are some pruning strategies used in the program. First, label the DCT values for FF and DO as FF times and DO times. Next, take the two values as the base line to test the GADO method. Here, as Table 3 shows, it only lists 100-node results, and the results of GADO are still better than the other two methods. What is important is that for the 200-node to 400-node network, the DCT value for GADO is smaller than the others. This fully illustrates the advantage of GADO.

**Table 2. Node centers amount results**

<table>
<thead>
<tr>
<th>Node number/sensing radius</th>
<th>100/40</th>
<th>200/30</th>
<th>300/25</th>
<th>400/20</th>
</tr>
</thead>
<tbody>
<tr>
<td>GADO</td>
<td>14</td>
<td>25</td>
<td>41</td>
<td>58</td>
</tr>
<tr>
<td>FF</td>
<td>19</td>
<td>29</td>
<td>45</td>
<td>67</td>
</tr>
<tr>
<td>DO</td>
<td>18</td>
<td>29</td>
<td>44</td>
<td>64</td>
</tr>
<tr>
<td>GA</td>
<td>17</td>
<td>41</td>
<td>73</td>
<td>98</td>
</tr>
</tbody>
</table>

**Table 3. GADO results compared to FF and DO**

<table>
<thead>
<tr>
<th>Center Number</th>
<th>Fitness Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>FF times</td>
<td>17</td>
</tr>
<tr>
<td>DO times</td>
<td>16</td>
</tr>
</tbody>
</table>

We found that there is a problem in the Dominating set method. That is, when some nodes live without any neighbor, they will become isolated nodes and be ignored by the method. This will cause a wrong result. Therefore, in our experiment we remedy the problem by considering those isolated nodes and adding them into the coverage range. Except for the center quantity and fitness value results, the final three-tier network structure graphs are also plotted here (see Figure 5 to Figure 8). In the graph, the center blue point signifies the sink node, which is the controlling site of the network. Those points in red denote the service centers, and the others in black are the common sensor nodes for sensing and collecting interesting data.

![Figure 5. Network structure for 100 nodes](image)

![Figure 6. Network structure for 200 nodes](image)
5 Conclusion

This paper builds a three-tier structure network with one sink node, several service centers, and common sensor nodes. The sink node is responsible for controlling network running and processing the data. Service centers as the middle level are in charge of communicating with both sides, collecting the data from common data, and forwarding the data to the sink node. This level thus plays a very important role. However, the number of service centers should not be too large, which would cause too high of a construction fee; yet the number should not be too small; otherwise, an incomplete coverage problem will arise. Hence, this research looks to find the appropriate number of service centers and proposes using the GADO method. The experimental results show that GADO could find a decreased number of centers compared to the existing two other well-known methods, which means that by using our method we need only deploy fewer centers for covering all the network nodes. After the experiments, it can be found that the fewer number of facilities, the more unconnected sensors. Those unconnected sensors cannot contribute to the sensor network. On the contrary, the more connected (working) nodes, the smaller workload for each node. This will realize prolonging the lifetime. Furthermore, the cost of a facility is much more than a general node. Deploying fewer facilities will realize the cost down for the construction of a wireless sensor network.

Furthermore, we make some improvements for the Dominating set method that cannot handle such networks, in which there are some isolated nodes (without neighbors).
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