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Abstract 

Online knowledge sharing service such as Q&A 

communities in the Web is a representative service as 

collective intelligence among people and a critical web-

service to entice online consumers as well. A huge 

volume of Q&A content is generated and shared in real 

time, however there are also uncertain information 

including not only valuable knowledge but also 

commercial data such as advertisements, marketing, and 

even wrong information. That commercial content is able 

to lead online-users to controversy. This study proposes a 

content filtering system in the knowledge sharing 

community to classify whether the information is 

commercial or not. The filtering system applies linguistic 

feature sets and employs a support vector machines 

algorithm in machine learning methods to classify 

whether the information in the knowledge sharing 

community is commercial or not. To build the algorithm 

and validate the system, we set the target domain within 

the healthcare content and gathered question and answer 

content about lung cancer of knowledge sharing service 

in a Korean web-portal site, Naver.com. As the result, the 

proposed system accomplished accuracy average 84.0% 

with the Ads words and the document length.  

Keywords: Lung cancer, Q&A community, Machine 

learning, Text mining 

1 Introduction 

Emerging Web 2.0 technology in the internet, 

communication and sharing information among online 

users has been increasing more and more. Web service 

providers such as Yahoo, Naver, and Weibo, regarded 

the customer’s favorite as a business opportunity, and 

then opened community service as the knowledge 

sharing site. The knowledge is composed by the broad 

and informal terms in various domains from daily life 

to high technology. And also the knowledge is 

produced by a group of people, from the armature to 

the professionals who are interested in the question. In 

other words, online knowledge is an expanded concept 

including our daily life, common sense and advice, and 

a relatively unstable and fluid knowledge provided 

directly by producer of a variety of knowledge, 

including the user. Those service sites were very 

popular and a representative service of web service 

providers and currently the knowledge sharing service 

became a new mechanism as building and sharing the 

knowledge and finally seem to be recognized as 

collective intelligence to solve a difficult problem. 

Collective intelligence is considered as an innovative 

and brand-new knowledge creation model [1]. 

According to Pierre Levy (1994), collective intelligence 

exists in everywhere, has given value constantly, is 

adjusted in real time, and is mobilized by practical 

skills [2].  

However, it has been pointed out due to limitations 

such as precision and reliability of answers [1, 3-5]. 

First, despite of group decision, the knowledge in 

collective intelligence could be incorrect. In consensus 

for solving a problem and making group decision, there 

are much collaboration and competitions among people. 

Sometime the works might be much conflict and drive 

the solution to the wrong way. In addition, the biased 

information and interpretation could provide the 

inaccurate knowledge to the participator. Last, there is 

no such a clear control system for these collaboration 

works and coordination. For example, several web-

service businesses have provide online community 

service as knowledge sharing sites such as Naver Q&A 

(Jisikin), Yahoo Answers, and Daum Agora. However 

they do not control in making group decision as 

collective intelligence and thus confront the same 

problem by wrong information and absence of a 

control system.  

In the knowledge sharing service, various subjects 

are discussed from just interests and tips to 

professional area such as economy, phycology, politics, 

and healthcare. Particularly, medical information is 

much sensitive to people because questions tend to 

seek effective solutions for the sick and disease. In this 

regard, medical information in collective intelligence 

has to be careful to generate and share the knowledge 
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since the wrong information would drive someone in 

bad situation. In this study, we interested whether the 

medical information is correct and proper to the 

questions, and then tried to propose a system for 

filtering the inaccurate content such as commercials. 

The filtering system applies linguistic feature sets and 

employs a support vector machines algorithm in 

machine learning methods to classify whether the 

information in the knowledge sharing community is 

commercial or not. To build the algorithm and validate 

the system, we set the target domain within the 

healthcare content and gathered question and answer 

content about lung cancer in knowledge sharing service 

of Korean web-portal site Naver.com.  

This study suggests an intelligent filtering system to 

classify and remove the commercial content seducing 

users in online knowledge sharing service. 

2 Related Works 

2.1 Knowledge Sharing Service in the Web  

Web 2.0 technologies in the internet have improved 

communication and sharing information among online 

users. Online communities and SNS have been popular 

to people because of the usefulness of group decision 

as knowledge sharing service. Various subjects are 

discussed in them from interests and tips to 

professional area such as economy, phycology, politics, 

and healthcare. The information in the service is 

composed by the broad and informal terms in various 

domains from daily life to high technology. And also 

the knowledge is produced by a group of people, from 

the armature to the professionals who are interested in 

the question. In other words, online knowledge is an 

expanded concept including our daily life, common 

sense and advice, and a relatively unstable and fluid 

knowledge provided directly by producer of a variety 

of knowledge, including the user.  

In that reason, web service providers such as Yahoo, 

Naver, and Weibo, regarded the customer’s favorite as 

a business opportunity, and then provided and focused 

the knowledge sharing service as a representative 

service with Naver Jisik-in, Yahoo Answers, and 

Daum Agora. Especially, Naver Jisik-in is a critical 

service of Naver.com, which is market share No.1 in 

South Korea. Naver, currently taking over 70% market 

share in web-portal business, had increased market 

share rapidly increased with Jisik-in service when their 

market share was stated around 30% early in 2000. 

Jisik-in is a compound Korean word meaning the 

intellectual. Jisik-in was opened at October 7 2002 and 

reached a hundred million questions, 29 million login-

users, 13 million questioners and 7 million answers for 

10 years at 2012 (Figure 1). 

 

Figure 1. Achievement of Jisik-in for 10 years 

The service was growing gradually a new mechanism 

as building and sharing the knowledge. Nowadays, 

exploring the knowledge sharing site is very common 

work to find something to know and figure out 

solutions of problems and was recognized as collective 

intelligence that solves a difficult problem. As the 

result, collective intelligence became an innovative and 

brand-new knowledge creation model [1, 6].  

By the way, the users concern to use the information 

in the knowledge sharing service as well. User’s 

interests in online communities and SNS are influenced 

by the forwarding and comment behaviors [17]. 

Therefore incompleteness and limitation such as 

precision and reliability of answers is rising as larger as 

their usefulness and popularity [1, 3-5].  

First, the knowledge in collective intelligence might 

be incorrect. Secondly, the wrong information might be 

misunderstood as the correct knowledge. Third, there is 

no such a clear control system for these problems. For 

instance, the knowledge sharing service deals with 

various subjects are discussed from just interests and 

tips to professional area such as economy, phycology, 

politics, and healthcare. Particularly, medical 

information is much sensitive to people because 

questions tend to seek effective solutions for the sick 

and disease. In this regard, medical information in 

collective intelligence has to be careful to generate and 

share the knowledge since the wrong information 

would drive someone in bad situation. In this study, we 

interested whether the medical information is correct 

and proper to the questions, and then tried to propose a 

system for filtering the inaccurate content such as 

commercials. 

For example, knowledge sharing sites such as Naver 

Jisik-in, Yahoo Answers, and Daum Agora, are 

serviced through collective knowledge, and they also 

confront the same problem by wrong information and 

absence of a control system. Particularly, the 

knowledge asking more sensitive and accurate 

information such as medical information, has to be 

careful to generate and share the knowledge [5, 7]. In 

this regard, much research has suggested the methods 

to identify credibility and reliability of question-answer 

content in online knowledge sharing service [1, 5-6, 8]. 
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2.2 Korean Natural Language Processing 

In this study, we target Naver Jisik-in, which is the 

No.1 the knowledge sharing service in South Korea. 

The knowledge content is written by Korean. Korean 

language has much complicate structure to analyze 

corpora and syllables from text [9]. To deal with the 

content, Korean natural language processing (KNLP) is 

necessary. There are many studies using KNLP, and 

then they commonly conducted a few methods such as 

eliminating garbage, extracting features, parsing letters, 

and tagging with characters [10-12]. In natural 

language content, there are many kinds of useless 

characters such as emoticons, numbers, punctuations 

and stop words, and they would be barriers to extract 

information from contents. Thus, the researchers first 

removed these obstacles from experiment data and 

eliminated stop-words (e.g., I, me, my, and mine) and 

meaningless common words for the efficiency of 

analysis. In fact, we could not consider other kind 

language such as English, Chines, and so on because 

NLP is really depending on the type of language. 

2.3 Document Classification 

To filter the garbage content such as e-mail spam 

and mobile phone spam message, filtering methods 

using document classification are frequently used [8]. 

The methods typically employ filtering algorithms 

such as Bayesian classifier, logistic regression and 

decision tree. Meanwhile a mobile spam filtering study 

proposed a simple and light method just using keyword 

frequency ratio to save mobile device resources such as 

storage space, CPU, memory, etc. [8]. Another 

research attempted to modify naïve Bayes classifier 

which splits question-answer documents into 

information, opinion, and suggestion using structural 

characteristics of the document [13]. Most of the 

current document classification system is mainly 

applied to the filtering method based on the message 

rule and e-mail filtering system applying many other 

stochastic methods has been developed.  

Rule-based classification. The filtering method using 

the message rule can determine whether spam or not 

finding words than can represent the characteristics of 

spam and it is simpler than the stochastic method. Also, 

it is possible to obtain a relatively good performance 

even in the recall and precision. On the other hand, the 

user has to enter a direct message rules and it must be 

constantly updated as spam mail changes its type. 

Besides, there is a limit to be an accurate filtering 

because it has cases of two, only true or false. 

Machine learning method based classification. 

Machine learning is a subfield of artificial intelligence 

and computer science, and deals with algorithms and 

techniques that improve automatically through 

experience rather than follow programmed instructions. 

Machine learning is applied into various tasks from 

data mining programs that discover general rules in 

large data sets, to information filtering systems. There 

are various machine learning methods, but we 

employed four methods which are frequently adopted 

in previous research: NB, DT, NN, and SVM. NB is 

one of frequently employed classifiers for text mining 

because of their simplicity. DT learning uses a decision 

tree as a predictive model which maps observations 

about an item to conclusions about the item’s target 

value. Artificial neural network method is a learning 

algorithm that is inspired by the structure and 

functional aspects of biological neural networks. 

3 Commercial Content Filtering System 

3.1 System Structure  

We propose an intelligent text mining system for 

filtering commercial content in online healthcare Q&A 

community. The system is composed of pre-processing, 

parsing, tagging, and filtering module which followers 

previous research [11, 14]. A classification algorithm 

of the filtering module applies SVM methods using 

linguistic features Figure 2 presents process and 

functions of the proposed system in detail.  

 

Figure 2. Overview of commercial content filtering system
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Pre-processing module. The first step for the filtering 

system is to make the content clean due to increase the 

accuracy of commercial data classification. The user 

generated content in online Q&A community has 

several types of unnecessary objects such as html tags, 

punctuation, numbers, and emoticons. In the pre-

processing module, those meaningless letters are 

eliminated by command sources of “tm” and “KoNLP” 

packages in R program. 

Parsing module. Parsing module is in charge of 

extracting noun from the sentence. The parser splits a 

sentient up into each word and then selects just nouns 

in them. In this working, the system employs the 

command and linguistic source in KoNLP.  

Tagging module. In a bag of word after parsing, 

meaningful nouns are remained for a next step, tagging. 

Tagging module determines whether a word is useful 

as a feature for the classification algorithm using a 

dictionary which consists the feature terms. If an 

extracted word matched as a feature term, it would be 

tagged as exist condition (1) or else absence (0).   

Filtering module. Filtering module does remove the 

commercial content by the classification algorithm. In 

this step, various classification methods such as the 

rule-based classification, the naïve Bayesian classifier, 

the neural network algorithm, and the support vector 

machines classifier can be used for filtering the 

commercial content. The proposed system employs 

support vector machines (SVM) classifier, which has 

driven generally higher performance at text 

categorization in two category case [15].  

Training module. For tagging and filtering module, a 

defined feature dictionary and a classification 

algorithm are needed. Train module is in charge of 

generating and learning the dictionary and filtering 

algorithm using training data. In addition, training 

module is learned incrementally for the advanced 

dictionary and classifier as well.  

4 Experiment And Result 

4.1 Data  

The healthcare data was collected from “Jisik-in 

(http://kin.naver.com)” the knowledge sharing service 

in Naver which is the popular search portal website in 

South Korea. Jisik-in means the much intellect people 

and the Q&A content in the Jisik-in service has been 

accumulated over 229 million since 2002 year. The 

portal web site has captured 70% of the web-portal 

service area and been ranked as the number one site in 

Korea over 10 years. Since there is much healthcare 

information in the online Q&A community, we chose a 

specific subjective, Lung Cancer, which is watched as 

a critical decease. We made query with “lung cancer” 

keyword in Jisik-in and crawled questions and answers 

written by online users. Through the crawling, we 

gathered 217 questions and their answer 535 

documents from January 1 in 2012 year to May 31 in 

2015 year. 

We tried to analyze and understand the questions 

and answers in context, and thus found that the content 

can be categorized by the context of the healthcare 

information. Therefore, we first divided the content 

into two group, commercial content and normal 

healthcare content. And then, we attempted to 

categorize the healthcare content into four types: the 

symptoms of lung-cancer, the treatments, the 

management, and the prognosis. In this work, we read 

all document and categorized them by the types in 

manual way. 

As the result of manual labeling, the commercial 

content shared 32% of the collected data and then the 

treatments of lung-cancer were mentioned within 9% 

of the data. Offering words of consolation and private 

experiences to the questioner was posted frequently in 

15% of ratio.  

Table 1. Result of classification 

 Type Amount (n=535) Ratio (%) 

Commercial  167 31% 

Diagnosis 80 15% 

Treatments 73 14% 

management 67 13% 

Advice 118 22% 

Non-Commercial 

The rest 30 6% 

 

4.2 Feature Extraction  

Machine learning methods including SVM classifier 

require training data and features for the classification. 

In a previous study, researchers applied several kinds 

of variables such as various sizes of terms, n-grams, 

frequency, positions, and the experiment achieved a 

performance of 81.4% by the SVM classifier using the 

feature dictionary with about 2000 unigram terms [19]. 

In the proposed system, we defined five features: 

length of a document, frequency of religion words, 

frequency of food words, frequency of therapy words, 

and frequency of Ads words.  

First, the document length means a total number of 

characters in an answer document. In general, the true 

answer from online user tends to be simple and short, 

but much commercial content from marketers and 

business users shows long sentence including detailed 

explanations such as causes of disease, authorities on 

cancer, famous hospitals, and so on. Next, religion 
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words and food words are a kind of stop words. 

Regarding the healthcare Q&A as the collective 

intelligence in the specialized domain, a certain type of 

words is not proper for the medical information and 

knowledge. The religion words asking to believe the 

God and the food words as the healthy material are not 

related to the healthcare information. On the other hand, 

the therapy terms of medical domain can be helpful to 

recognize whether a document is linked with 

healthcare information. For making the lexicon of 

religion, food, and therapy words, we run the parser to 

the collected data and selected the religion, food, and 

therapy words from the extracted nouns in manual way. 

Last, Ads words feature set is the group of terms only 

existing in commercial content. For generating them, 

we parsed commercial labeled content and extracted 

3,000 high frequency words and did same way with 

non-commercial labeled content. After comparing with 

two groups, we remained the Ads words only existing 

in the commercial part. Table 2 is a sample of religion, 

food, therapy, and Ads words.  

Table 2. Sample words in feature dictionaries 

Dictionaries Sample words # of Feature 

Religion God, Bible, Jesus, Buddha 62 

Food Healthy food, Fermented food, Chaga mushroom, Cabbage, Mineral water 109 

Therapy Radiotherapy, Adenosine, AmyNex, BBRC, Calebin 293 

Ads Words Alternative medicine, Fork remedy, Expectant treatment, Fear 1436 

 

4.3 SVM Classification Result 

Our goal in SVM filtering work is to classify 

whether a user-generated answer in knowledge sharing 

service is commercial content with purpose to entice 

the healthcare customer. For this machine learning 

method, we made a sample data merged with 150 non-

commercial answers and 150 commercial data. We 

calculated features of each answer document in the 

sample data using the above feature dictionaries and 

then conducted classification experiments by SVM 

algorithm. In addition, we applied a k-fold cross-

validation estimator in to the SVM experiment in order 

to less over-fitting problems in algorithm learning. The 

k-fold cross-validation provides a lower variance than 

the holdout method which is consisted a training data 

set and a validation (or test) data set. The k-fold cross-

validation first divides an original data set into k-equal 

size subsamples and then repeats the holdout method in 

k-times. Each time, one subsample of the k-subsamples 

becomes the validation data set and the rest k-1 

subsamples put the training data set together. Through 

this repeated works, the k-fold validation estimator can 

reduce the variance in different partitions of the data to 

form training and test sets by averaging over K 

different partitions, thereby performance estimate is 

less sensitive to the partitioning of the data.  

The performance of algorithms and feature sets can 

be evaluated by several statistical measures such as 

accuracy, recall, precision, and F-measure [9, 16-18]. 

In this study, we used the total accuracy which is 

defined as the percentage of sentiments correctly 

predicted of total instances:  

 
instances correctly predicted

Accuracy
Total Instances

α =   

According to the result of 10 fold cross-validation 

experiment (see Table 3), we can see the 3rd 

experiment with the Ads words and the document 

length achieved the best performance of accuracy 

average (84.0%) in every test cases. Interestingly, a 

case using only the Ads words stayed around 76% of 

accuracy average and also another test with the 

document length did not reach to 60% of accuracy 

average. However the additional experiment merging 

two features, the Ads words and the document length, 

obtained remarkable performance against individual 

accuracy of each feature, thereby we can contemplate 

the synergy effect of both features. Particularly, the 

document length feature showed low-accuracy in the 

single use but high-performance in the combining test 

with other features. Therefore the filtering system 

needs to consider involving the document length 

feature in the classification algorithm. On the other 

hand, the religion words, the food words, and the 

therapy words stayed less performance than the case of 

merging the Ads words and the document length 

(84.0%), despite combining with the Ads words. In a 

test with three features, the therapy words, the Ads 

words, and the document length, the accuracy (83.3%) 

is not higher than the result (84.0%) merging the Ads 

words and the document length. The result intends that 

the Ads words can work efficiently without other 

textual features, and the system has to make effort to 

build the optimized commercial words dictionary in the 

target domain as well. 
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Table 3. SVM 10-fold cross-validation result 

Features Accuracy (%) 
Ex 

Ads Length Religion Food Therapy Min Max Average 

1 V     66.7 86.7 76.0 

2  V    50.0 70.0 59.3 

3 V V    80.0 90.0 84.0 

4 V  V V V 66.7 86.7 76.0 

5 V V V V V 76.7 86.7 81.0 

6 V  V   76.7 86.7 81.3 

7 V   V  73.3 86.7 81.0 

8 V    V 76.7 90.0 82.3 

9 V V   V 80.0 86.7 83.3 

 

In this experiment, we used “tm” and “KoNLP” 

packages in R project to calculate the feature score and 

also applied the SVM package “e1091” to learn the 

classification algorithm.  

5 Conclusion 

After emergency of the knowledge sharing service 

as collective intelligence in the Web, online Q&A 

communities such as Yahoo Answer and Naver Jisik-in 

became a very popular service among people. It also 

takes a roll as a critical service in the web-portal site to 

entice online consumers. A huge volume of question 

and answer content is generated and shared in real time. 

Nowadays, the knowledge sharing service collective 

intelligence is regarding as an innovative and brand-

new knowledge creation model.  

However, its usefulness and popularity is growing 

rapidly, concerns about limitations such as precision 

and reliability of answers is rising as well. Online users 

indeed can see the uncertain information including not 

only valuable knowledge but also commercial data 

such as advertisements, marketing, and even wrong 

information. Since that commercial content is able to 

lead online-users to controversy, the garbage data 

filtering system is needed to prohibit misleading the 

customer about the healthcare information.  

In this paper, we aim to (1) propose the intelligent 

system to pick out the commercial content in online 

Q&A community, and (2) build and validate text 

mining classification algorithm of the filtering system. 

The commercial content filtering system is composed 

of pre-processing of document, parsing text and 

extracting nouns, tagging features, filtering commercial 

data, and algorithm training module. A classification 

algorithm of the filtering module applies SVM 

methods using linguistic features such as: character 

length of a document, frequency of religion words, 

frequency of food words, frequency of therapy words, 

and frequency of Ads words.  

We collected the healthcare data mentioning “Lung 

cancer” in the online Q&A community of Naver, a 

market leader in Korean portal websites. The data 

composed 217 questions and their answer 535 

documents from January 1 in 2012 year to May 31 in 

2015 year. In the collected data, we sampled 300 

answer documents with 150 non-commercial and 150 

commercial data for the validation experiment of the 

system and conducted classification experiments by 

SVM algorithm.  

We demonstrated various combinations with 

features, and the case using just two features, the Ads 

words and the document length, achieved the highest 

performance with 84.0% of accuracy average in the 10 

fold cross-validation. Through the experiments, we 

found the document length feature did not perform a 

high accuracy by itself, but showed better performance 

in combining with other features. Therefore the 

filtering system needs to consider involving the 

document length feature in the classification algorithm. 

On the other hand, the religion words, the food words, 

and the therapy words did not reach the use of the Ads 

words feature. Consequently, the Ads words and the 

document length feature efficiently worked in 

classifying the wrong healthcare information, and the 

optimized commercial words dictionary in the target 

domain is much important to increase the filtering 

performance in the system. 

We expect that our proposed system provides 

several implications and contributions. First of all, the 

proposed system provides practical advantages to web 

service providers and the users. The service providers 

can obtain a control tool to improve their service 

quality by the proposed system that filters the wrong 

healthcare information in online knowledge sharing 

service. And also the knowledge seekers can take more 

accurate and useful information without garbage. 

Second, our investigation with various features showed 

which feature works efficiently to increase the 

classification performance. In addition, the experiment 

result implies that the researchers should consider 

which linguistic feature set and how many terms in the 

feature are needed in the filtering system. Last, we 

used open source packages of the R project for 

demonstrating Korean NLP and machine learning 

methods, thus potential users can consider these tools 

and techniques for immediate adoption. We believe 

this article can support practical and reliable reference 

to commercial content filtering in healthcare domain as 

well as other domain knowledge sharing service.  
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This study also has several challenges to be 

improved. Even though there are many kinds of 

healthcare information, we just tested lung cancer in 

Q&A community because of the limited knowledge in 

the medical field. It means our result should lean 

toward the general knowledge and thus this research 

needs to be validated by the expert such as the medical 

doctor. Another challenge is to gather huge volume of 

healthcare knowledge data as real Big-data and employ 

various features such as user population rank, number 

of hits, and the author. Last, future research needs to 

expand to evaluate the quality of each answer 

document in online Q&A community. It will be more 

helpful the online users to make the choice of the 

information. In addition, even though collective 

intelligence is built by various language such English, 

Chines, and Japanese, we just treated Korean 

knowledge because of limitations of natural language 

processing technology. Therefore, future studies can 

analyze various language of content and compare 

among them. 
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