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Abstract 

Industrial wireless sensor networks (IWSNs) have the 

potential to contribute significantly to a variety of 

wireless sensing endpoints, such as cable replacement, 

mobility, flexibility and cost reduction. However, the 

harsh and varied industrial environment entails 

addressing severe challenges, such as dust, heat, 

electromagnetic interference (EMI) and radio frequency 

interference from the other heterogeneous networks. One 

of the important challenges is the link burstiness in 

industrial wireless environments, which has not been 

heavily researched. In this paper, we propose a new 

timeslot scheduling algorithm to address this problem. 

The algorithm allows transmissions on the same link to 

be separated at least by a minimum timeslot distance. 

Moreover, to provide a synergistic complement to the 

timeslot scheduling, we also propose a timeslot reuse 

scheme, which facilitates improved efficiency and 

reliability in the bandwidth utilization and retransmission 

and decreases the average delay of the packet arrival. We 

evaluate the proposed algorithm and scheme by a real 

implementation, targeting a specific industrial application. 

The experimental results generally indicate that the 

proposed media access control (MAC) scheme greatly 

improves the reliability and decreases the packet arrival 

delay. Compared with the existing popular methods, the 

execution of our scheme indicates a minimal link 

burstiness influence and possesses more efficient 

bandwidth utilization. 

Keywords: Industrial wireless sensor networks, Multi-

hop wireless network, Link burstiness, Real-

time communication, Retransmission 

efficiency 

1 Introduction 

Traditionally, industrial automation systems are 

realized through wired communications. However, 

wired automation systems require installation and 

regularly scheduled maintenance of expensive 

communication cables; thus, they are not widely 

implemented in industrial plants because of their high 

cost [1]. Therefore, the wireless sensor network (WSN) 

was developed as a network of microelectromechanical 

systems, and it is more prevalent in process automation 

applications [2]. The features of the WSN provide 

several advantages over the traditional wired industrial 

monitoring and control systems, including flexibility, 

rapid deployment, self-organization and intelligent-

processing capability. As a key technology in the 

recent surge of research in the areas of Industry 4.0 and 

Factories of the Future (FoF), industrial wireless sensor 

networks (IWSNs) can be extended to include 

applications in industry [3-4]. However, the harsh and 

varied industrial environments and the demanding 

requirements also admit severe challenges for IWSNs, 

such as radio frequency interference, highly reliable 

and timely data requirements and additional industrial 

expertise. Therefore, due to differences from 

traditional WSNs in terms of the vastness of its domain, 

IWSNs have been divided into classes that depend 

upon functional and service requirements. Moreover, 

the increase of spectrum utilization in non-licensed 

bands along with the reduced power used by these 

nodes is expected to cause high interference problems 

in IWSNs. Therefore, this paper not only focuses on 

the general challenges but also on a specific problem in 

IWSNs, which is the problem of link burstiness. 

Several types of standards exist for IWSNs, most 

importantly, ZigBee [5], ISA100.11a [6], WIA-PA [7] 

and WirelessHART [8]. However, these standards are 

designed as customizable frameworks that meet the 

requirements of a particular application setting. 

Recently, most of the research in IWSNs focused 

primarily on the network performance related to 

reliable scheduling [9-10], criticality [11-12], mobility 

[13-14], routing protocol [15-16], end-to-end delay 

analysis [17-19] and energy efficiency [20-22]. 

WirelessHART is one of the most popular standards 

designed to meet the requirements for process 

automation systems. Several approaches, such as 

channel hopping and the redundant routing path, are 

used to provide high end-to-end reliability. However, 
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these approaches do not address packet loss because of 

the link burstiness. The link burstiness is a physical 

property, which means that transmissions on a wireless 

link do not have an independent failure probability; 

instead, they have periods of continuous message loss. 

However, few major studies address the problem of the 

link burstiness, which can greatly deteriorate the 

performance of the network system. However, many 

studies substantiate that the link burstiness can greatly 

affect the network performance, especially in industrial 

environments [23-24]. Moreover, even on similar 

networks, the network communication performance 

may be different from each other due to the link 

burstiness.  

Few studies in the literature address the problem of 

the link burstiness. In [25], the paper proposes two 

metrics of expected future transmissions (EFT) and 

MAC3 for the estimation of the link burstiness and 

introduces a link burstiness estimator. However, the 

link burstiness estimation placed a large requirement 

on statistical measurements and could not match the 

speed of the channel variation. In [9], the authors 

propose a novel method based on the segmented slot 

assignment, fast slot competition and free node concept, 

which can improve the reliability and real-time 

communication. However, the methods do not consider 

the problem of the link burstiness and the segmented 

timeslots may increase the end-to-end packet delay. In 

addition, [26] proposes a novel link scheduling scheme 

using a virtual token to identify the utilization of the 

shared links. Although this scheme can allow a more 

flexible use of the available links at each point in time, 

the increased energy consumption cannot be ignored, 

since all of the nodes in a path remain in a reception 

mode before correctly receiving the message. In [23], 

the authors study the statistical and temporal properties 

of the links and develop some new routing algorithms 

that consider consecutive same path link lagged 

correlations. In addition, Srinivasan K. defines a metric, 

β, to measure the link burstiness in [24], using it to 

make the protocol pause after encountering a packet 

failure to reduce its transmission cost. In [27], Munir S. 

also defines a new metric, Bmax, that characterizes the 

links by their maximum burst length; the solution is to 

choose a novel least-burst-route, which minimizes the 

sum of worst case burst lengths over all links in the 

route. In another approach [28], the authors describe a 

burst-link-aware routing protocol achieved by 

exploiting an efficient burstiness identification method 

(BIM) that passively measures the RSSI value of 

packets received from neighbors. However, given the 

time requirement for the link classification, their 

approaches were unable to satisfy the diversified 

applications in varied industrial environments.  

The main motivations of this paper are to address 

the challenges, including slot resource constraints, 

inefficient shared slot competition and, most 

importantly, the link burstiness. To overcome these 

challenges, this article presents a novel slot scheduling 

method supporting the minimum timeslot distance 

between two transmissions on the same link for a 

TDMA-based multi-hop tree wireless network. The 

proposed solutions are general for most of the 

industrial applications, and the main contributions of 

this paper can be summarized as follows: 

(1) The situation of link burstiness is unpredictable, 

which may cause a packet loss, especially with the 

occurrence of a consecutive burst link. Thus, the 

proposed timeslot scheduling algorithm takes this 

problem into consideration and allows the 

transmissions on the same link to be separated by at 

least a minimum timeslot distance. To the best of our 

knowledge, this study is the first to address the 

problem of the link burstiness in the consideration of 

timeslot scheduling. 

(2) Due to the unavoidable challenges of resource 

constraints, we propose a timeslot reuse scheme to 

reduce the waste of timeslots caused by a packet loss. 

The proposed scheme works well together with the 

proposed timeslot scheduling algorithm and makes the 

bandwidth utilization more efficient.  

(3) The harsh and varied industrial environment can 

make currently issued MAC protocols unpractical. 

Thus, the proposed algorithm and scheme are 

practically implemented on a real wireless sensor 

network for an industrial application. The results 

generally indicate that the proposed MAC scheme 

achieves greater bandwidth efficiency and more 

reliability. 

The rest of this paper is structured as follows. 

Section 2 introduces the system model and defines the 

symbols for the preliminary proposed scheduling. 

Section 3 describes our proposed timeslot scheduling 

algorithm and the reuse scheme. We report the results 

of the practical experiments in Section 4. The study’s 

conclusion is presented in Section 5. 

2 System Model 

An IWSN consists of a collection of sensor nodes, 

actuators, a gateway and a network manager, as shown 

in Figure 1. In this paper, we focus on the monitoring 

and control traffic in our system. Each sensor node 

periodically collects the sampling data from the 

corresponding industrial device and sends them to the 

gateway through a wireless network. A node is not 

only a packet generator but also a packet relay, which 

can form a multi-hop wireless network. The gateway 

has the ability to relay the packets from the sensor 

nodes to the network manager. Because we adopt 

centralized management, the network manager is 

responsible for managing the entire network. Therefore, 

the communication resources schedule is issued to all 

of the nodes by the network manager after the network 

joining process. 
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Figure 1. A system of an IWSN 

We first assume that a sensor network is a static 

graph G = (� , ), where �  is the set of all nodes in 

the network and  is the routing tree rooted at the 

gateway. We denote the set of all nodes as �  = {Nγ | γ 

= 1, 2, …, Γ}, where Γ is the total number of nodes and 

the gateway is N0. We also assume that the 

transmission deadline of each sensor node is equal to 

its update rate. To better illustrate the proposed 

algorithm, we distributed the data communication tree 

in different generations l ∈ {1, 2,…, L} according to 

the depth of the node in the tree, where L is the depth 

of . The gateway N0 has I direct sons, and each of 

them constructs a subtree Ti ∈ , i ∈ {1, 2,…, I} that 

is rooted at the corresponding node. The sequence of 

subtrees is ordered according to three parameters with 

a descendent priority degree: (a) The total number of 

nodes Ii in the subtree Ti and the largest first; (b) The 

total number of generations Li in the subtree Ti and the 

largest first; (c) The original node number γ and the 

smallest first. Accordingly, the node order of each 

subtree follows the new number system. In general, 

any node in  can be denoted as Ni,l,k, where k is the 

node number in the l-th generation of Ti, k ∈ {1, 2, … , 

Γi,l}, and Γi,l is the total number of nodes in the l-th 

generation in Ti. For clarity, we list the symbols used in 

this paper in Table 1. If l = 1, it means there is only one 

node in the subtree, the root of Ti. If 2≤l≤L, we order 

the node number k according to the principle: if γ < γ', 

then k < k'. For example, there is a one-to-one mapping 

relationship of the nodes, as shown in Figure 2, i.e., 

(N1,1,1, N2,1,1)=(N6, N4), which are the roots of the set of 

the subtrees. We also have, for example, N1,3,2=N5 and 

N2,2,2 =N3. A subtree is represented as a matrix Ti 

=({Ni,l,k /Nγ, {RTi,I,k}), where RTi,I,k is the route from 

the sensor node Ni,l,k to the gateway N0 or from N0 to 

the actuator Ni,l,k. For simplicity, we assume all of the 

nodes are sensors, and they have the same update rate 

for periodic transmissions. 

 

 

Table 1. Symbols used in our scheme 

Symbol Description 

Ti the i-th subtree rooted at a node in the first 

generation (l=1) 

l generation number in , the gateway is the 0-th 

generation. 

Li the maximum number of generations in Ti, 1 ≤  Li 

≤ L 

I the number of subtrees 

Γ the total number of nodes in the tree  

Γi the number of nodes in subtree Ti 

Γi,l the number of nodes in the l-th generation of the 

subtree Ti 

Ni,l,k A node in the l-th generation of the subtree Ti 

 

Figure 2. An example of a mapping tree 

3 Segment Schedule 

In this section, we present the minimum link reuse 

distance and the proposed algorithm for scheduling the 

timeslot table in a periodic superframe. Meanwhile, we 

also utilize a scheme of timeslot preemption to reuse 

the wasted timeslots for improving the bandwidth 

efficiency. 

3.1 Minimum Link Reuse Distance 

Suppose all of the nodes periodically generate a data 

packet with the same update rate, and all transmissions 

are allocated to corresponding slots. In a routing tree, a 

node in the l-th generation requires l dedicated slots for 

its packet transmission. Therefore, the nodes in the 

entire tree require a total of J' dedicated timeslots for 

packet transmissions in a periodic superframe, where J' 

can be calculated by (1). 
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The repeating period time of a superframe is equally 

divided into the timeslots and the whole superframe is 

divided into three parts. The first part consists of J 

timeslots (J ≥  J'), which are assigned to dedicated 

transmissions and several distributed shared timeslots 

for retransmissions; the entire second part is assigned 

to the shared timeslots, which are used for 

retransmissions; the timeslots in the remaining part are 

reserved for network management and other purposes. 

In this paper, the timeslots in the first part comprise the 

dedicated schedule table, and we use  = {sj | j = 0, 

1,…, J −1} to denote it. The heavier traffic always 

occurs at the nodes which are obviously in the first 

generation of a tree, and the heaviest traffic is 

possessed by the node which has the maximum number 

of nodes Λ in its subtree, where Λ is 

 { }=max | 1,2,..., Ii
i

Λ Γ =  (2) 

To reduce the influence of intermittent link failure, 

we consider that the transmissions on the same link are 

not allocated to the consecutive timeslots or the 

timeslots are not close. Thus, we define the minimum 

link reuse distance Dmin, where the minimum number 

of timeslots between two consecutive transmissions on 

the same link is Dmin−1. Theoretically, 

 
min

J
D τ

′⎡ ⎤
= +⎢ ⎥Λ⎢ ⎥

 (3) 

where x⎡ ⎤⎢ ⎥  is the minimum integer such that x x≥⎡ ⎤⎢ ⎥  

and τ (
max

0 τ τ≤ ≤ ) is the average number of shared 

timeslots in each subpart. The value of τ is dependent 

on the length requirement of the minimum distance and 

generally set at 1. This implies that, if the length of a 

burst noise or interference is less that the minimum 

link reuse distance in any link, at most one packet on 

the link is lost due to the corruption, and the link 

recovers after the interval of the minimum link reuse 

distance. 

We divided the J timeslots into a set of subparts { S
λ  

| λ =0, 1,…, Λ -1}, and the length of each segment is 

equal to Dmin, where J is 

 
min

J D= Λ ⋅  (4) 

The reasons for adding J−J' shared timeslots are (a) 

to increase the minimum link reuse distance; (b) to 

reduce the collision degree in the shared timeslots in 

comparison to all of the shared timeslots in the second 

part of superframe; (c) to ease the dedicated scheduling. 

The bandwidth of a resource-constrained IWSN is 

limited, i.e., the number of timeslots in a superframe is 

constrained by the period, and the length of the shared 

timeslots in the second part must be equal to or greater 

than the minimum link reuse distance. Thus, the value 

of Dmin is restricted. 

3.2 Algorithm for Scheduling the First Part of 

the Superframe 

To guarantee that the timeslot interval between the 

two transmissions on the same link is equal to the 

minimum link reuse distance, we designed a timeslot 

scheduling algorithm shown in Algorithm 1. The 

algorithm focuses only on the first part of the 

superframe and assigns the corresponding dedicated 

timeslot to each transmission according to the tree, 

which we have renumbered. First, an empty timeslot 

table with the length of J−1 timeslots is constructed, 

which constitutes the first part of the superframe. We 

traverse the entire route RTi,I,k that belongs to the nodes 

in each subtree. According to the principle of subtree 

generation, T1 has the maximum generations and links, 

thus the nodes which locate in a larger number of hops 

from the gateway need a larger number of continuous 

timeslots to transmit a packet to the gateway. Therefore, 

the sequence of the numbered nodes is derived from 

the bottom of each subtree, and the nodes with smaller 

k have a higher priority to be traversed when they are 

in the same generation and in the same subtree (lines 4, 

8 and 9). This step will mitigate the degree of 

collisions, meaning that one timeslot is assigned to two 

or more nodes to transmit. 

 

 

Algorithm 1   

1: Input: T = {Ti : {Γi,{Ni,l,k/Nγ, {RTi,I,k}}} | i =1, 2,…, I} 

2: Output:  = {(sj, Nγ →  Nγ) | j = 0, 1, …, J − 1} 

3: Initiate: part I, part II, j' ; 

4: for each Ti ∈  

5:    if  Γi ≥ 3  then    

6:        ja = (i−1)Dmin mod (J−1) + Li−1; 

7:    else    ja = Li−1 ; 

8:     jb = J−1 ; 

9:    for  l = Li  to 1  do 

10:       for  k=1 to Γi,l  do 

11:          part I = False ;   

12:          part II = True ; 

13:          if  ja > J − 1  then 

14:             ja = l − 1;  

15:             jb = j' ; 

16:          for  j = ja to jb  do 

17:             if  sj-l+1,…, sj = φ   then 

18:                Assign [sj-l+1, sj]  to  (Ni,l,k/Nγ, RTi,I,k); 

19:                if  Ni,l,k = Ni,Li,1  then  j' = j − Dmin ; 

20:                ja = j + Dmin ; 

21:                part I = True ; 

22:                part II = True; 

23:                break ; 

24:          if  part I = False and part II = True  then 

25:              ja= l − 1;     

26:              jb = j'; 

27:              part II = False; 

28:              go to line 16 ; 

29:          else if part II = False  then 

30:              return  UNSCH; 

31: return  SCH,  ; 
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After locating the node ready to be scheduled, we 

need to search the timeslot scheduling table and find 

enough unscheduled consecutive timeslots for the 

transmissions in the corresponding RTi,I,k. To avoid 

conflict and decrease the complexity of the algorithm, 

the start of the timeslot table search is derived from the 

different timeslots according to the sequence of the 

subtree and the number of nodes in the subtree (lines 6-

8). We define several temporary variables, which are 

used for searching the available unscheduled timeslots. 

Part I represents whether the timeslot allocation to a 

node’s routing transmission succeeds in the first round 

of the search. Similarly, if part II changes to false, 

there are not enough timeslots to be assigned in the 

second round of the search. Each round of the search 

ranges from the timeslot ja to jb, which depends on the 

following situations. When it begins mapping a new 

subtree Ti, ja is initialized to i-th Dmin timeslot away 

from Li−1 if the subtree contains at least three nodes, 

otherwise, ja=Li−1. In each loop of searching the same 

subtree, ja is set to be a minimum distance away from 

the last assigned timeslot in the first round of the 

search. In the above situations, jb=J-1. In addition, 

ja=l−1 when it has failed to find enough unscheduled 

timeslots in the first round of the search or when the 

beginning of searching for the timeslot is beyond the 

end of the dedicated timeslot. The jb timeslot is set to 

be the last assigned timeslot of the first node in a 

subtree, which is recorded by a temporary variable j'. 

During the process of scheduling, the algorithm will 

return the unschedulable state (UNSCH) if there are no 

continuous timeslots for all transmissions of any RTi,I,k, 

otherwise, the algorithm will return a scheduled 

timeslot table  and schedulable state (SCH). 

In Algorithm 1, the for loops in lines 4, 8, 9 are used 

to search each node in the whole tree. Thus, the time 

complexity of the three for loops is O(Γ). Since we 

need to find enough unscheduled timeslots in the 

superframe before allocating to a node, the worst-case 

is searching the entire superframe. Therefore, the time 

complexity of the algorithm is O(Γ·J). 

3.3 Timeslot Reuse Scheme 

To achieve efficient wireless bandwidth utilization, 

we assign l-hops transmissions in l consecutive 

timeslots. Therefore, the timeslot reuse scheme is 

proposed to avoid wasting the timeslots, which occurs 

because of the packet loss of the previous transmission 

in a packet flow. Every node executes the timeslot 

reuse scheme at each timeslot and finally updates the 

state of the radio. Algorithm 1 is executed on the 

network manager and the released timeslot table is 

stored by each node after joining the network. We use 

[Sα, Sβ] to denote the range of timeslots, which belongs 

to a packet flow from the sensor node to the gateway or 

from the gateway to the actuator. Each node extracts its 

own timeslot ranges according to the released timeslot 

table, and every node may have several ranges within a 

superframe, since a node may belong to different 

packet flows. Because the timeslot table is fixed in a 

node, it may cause the timeslots to be wasted. 

Therefore, the timeslot reuse scheme is proposed to 

improve the efficiency of the timeslot utilization, as 

shown in Algorithm 2. In each timeslot, a node has 

three radio states, i.e., transmitting, receiving, sleeping 

and sharing, where the first three states correspond to 

the corresponding states of the radio transceiver, and 

the sharing state represents that the node executes the 

slotted CSMA/CA mechanism at the current timeslot. 

We employ the mechanism proposed in [29] to 

improve the reliability of the shared timeslots 

competition. 

 

 

Algorithm 2. Timeslot reuse scheme 

1: Input: Current timeslot s and the Dedicated_state in s 

2: Output: Current_state 

3: if  Dedicated_state  = Transmitting  then 

4:    if  pktc exists in Q  then 

5:       Current_state = Transmitting 

6:    else  Current_state = Receiving 

7: else if  Dedicated_state = Sleeping  then 

8:    if  Sα ≤ s ≤ Sβ  &  pktc exists in Q  then 

9:       Current_state = Transmitting 

10:    else  Current_state = Sleeping   

11: else  Dedicated_state = Sharing   then 

12:    if  Q ≠ φ    then 

13:       Current_state = Sharing 

14:    else  Current_state = Receiving 

15: else  Current_state = Receiving 

16: if   s = Sβ   then 

17:    Update Sα and Sβ  to next active timeslot range 

18:    if  pktc exists in Q   then 

19:       Change pktc to pktr 

20: return Current_state 

 

When a new timeslot s is upcoming, a node needs to 

update its radio state (current_state) according to 

certain judgements, which are (a) the original state 

(dedicated_state) in the timeslot table; (b) whether the 

packet that belongs to the current flow (pktc) exists in 

the packet queue (Q); (c) whether the current timeslot 

is within the latest timeslot range of the current packet 

flow. If a packet loss occurs, and the packet that was 

supposed to be transmitted on the dedicated timeslot 

has not arrived at the gateway, this packet (pktc) will be 

marked as pktr, which needs to be retransmitted. 

4 Evaluation 

4.1 Description of the Experiments 

To verify the performance of the proposed MAC 

scheme, the experiments were conducted in a practical 

application. We used an LPC1769 mote with an 

AT86rf212B radio transceiver as the sensor nodes. The 

access point, represented by sink, was embedded on 
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the gateway and communicated with the sensor nodes 

and the gateway by a wireless and USB port, 

respectively. The IWSN manager was a generic Intel 

x86 server, and the gateway was a generic IPC using 

an Intel Atom processor. The expansion board used to 

connect multiple APs in the gateway was designed by 

the authors. The hardware of the sensor node and the 

gateway are shown in Figure 3(a) and Figure 3(b), 

respectively. The details of the remaining parameters 

are listed in Table 2. The experiments were performed 

in an 80*120 m2 industrial factory, and each node was 

required to periodically collect the information about 

the electricity by an RS485 interface.  

 

(a) Node (b) Gateway  

Figure 3. The hardware of the sensor node and the 

gateway 

Table 2. The parameters of the sensor node 

Parameters Value 

Microcontroller Cortex-M3 

Power of Transmission 10 dBm 

Power of Interference Transmission -3 dBm 

Rate of Transmission 250 kb/s 

Length of Superframe 1 s 

Size of Packet 80 Bytes 

Frequency 780 MHz 

 

To purposely generate the link burstiness, some 

interference nodes were placed around each sensor 

node and the gateway. The transmission power of the 

interference nodes was −3 dBm, since the 

corresponding interference node can only interfere 

with the specific link and cannot influence link 

transmissions. We adjusted the length of the link 

burstiness by changing the number of interference 

packets sent by the interference nodes. We randomly 

generated six interference timeslot sequences as the 

link burstiness. All of the interference nodes were also 

synchronized with the network, and the transmission of 

the interference packets followed the TDMA format. 

Each experiment was sustained for 10 minutes, which 

contained 60,000 timeslots. We randomly selected the 

NL (number of links) timeslots among these 60,000 

timeslots, and the links allocated to the selected 

timeslots would then encounter the link burstiness 

caused by the interference nodes, where the length of 

the link burstiness is BL. Since we controlled the 

distance between the interference node and sensor node, 

other links were not influenced by the link burstiness. 

The corresponding BL and NL in each experiment are 

listed in Table 3. 

Table 3. The BL and NL in each experiment 

BL (timeslots) 5 10 15 20 25 30 

NL 600 500 500 400 400 400 

4.2 Evaluation and results 

In the evaluation, we used three alternative schemes 

for comparisons. One scheme applied the segment 

schedule proposed in [9]. This scheme constructs the 

timeslot table by changing the level of the nodes in the 

routing tree. The second scheme used a random flow-

based schedule, where the scheme constructs the 

timeslot table in the sequence of randomly selecting 

the flows, and the consecutive timeslots are allocated 

to each flow. Specifically, we added the timeslot reuse 

scheme that we proposed to the second scheme. The 

last scheme used our proposed algorithm that worked 

together with the timeslot reuse scheme. As shown in 

Figure 4, we used the same tree topology in all 

experiments for accurate comparisons. The topology 

corresponded to our industrial application, which 

consisted of 26 sensor nodes. According to our system 

model, these 26 sensor nodes constituted eight subtrees 

ordered by the corresponding priorities (T1-T8). For 

clarity, we display the three timeslot tables scheduled 

by the three schemes in Figure 5(a), Figure 5 (b) and 

Figure 5(c). The shared timeslots are inserted behind 

each segment of the dedicated timeslots in the segment 

schedule. The assignment was to put the shared 

timeslots behind all of the dedicated timeslots in both 

the random flow-based schedule and our scheme. 

Additionally, there are still several distributed timeslots 

inserted into the dedicated timeslots according to our 

algorithm. However, we maintained the same number 

of shared timeslots in each scheme for each 

comparative experiment. 

 

Figure 4. The tree topology of experiments 
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(a) The timeslot table scheduled by the Segment schedule 

 

(b) The timeslot table scheduled by the random flow-based schedule. 

 

(c) The timeslot table scheduled by our proposed algorithm. 

Figure 5. The three timeslot tables scheduled by the Segment schedule, random flow-based schedule and our 

scheme

Two metrics were measured to examine the 

performance of our scheme, which are the Packet 

Arrival Ratio (PAR) and the average end-to-end delay. 

The PAR represents the successful transmission ratio 

of all the flows by direct transmission or 

retransmission in the current superframe since the 

failed packets will be abandoned at the end of current 

superframe. We changed the number of shared 

timeslots to observe the PAR variance of each scheme. 

As shown in Figure 6, the PAR of the three schemes 

increases along with the increase of the shared 

timeslots. It is obvious that the PAR of our scheme is 

better than the other two schemes. We can see that the 

performance of the segment schedule deteriorates as 

the burstiness lengthened. The reasons for the 

diminished performance are that the burstiness can 

interfere with a link for several consecutive timeslots, 

and the segment is separated according to the node 

level. If the link of a leaf node undergoes interference 

due to the burstiness, then the packet fails to be 

transmitted and retransmitted in the current segment, 

and the timeslots related to that packet in the next 

segment will be wasted. This situation requires more 

shared timeslots to maintain reliability, but it causes 

the bandwidth utilization to be inefficient. However, 

our scheme has minimal influence from the BL 

increase. This occurs because we divided two of the 

same-link transmissions by the minimum timeslot 

distance and used the timeslot reuse scheme to make 

bandwidth utilization more efficient. When the BL 

reaches 30, 17 shared timeslots can guarantee a high 

PAR. However, the segment schedule needs 26 shared 

timeslots. The trend of the PAR is similar in the 

random flow-based schedule and our scheme. This 

occurs because we added the timeslot reuse scheme 

into the random flow-based schedule, and our scheme 

is also a flow-based schedule. 
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Figure 6. The PAR of three schemes with different BL and NL

The average packet end-to-end delay of the three 

schemes is displayed in Figure 7. We measured the 

packet delay separately, which belongs to the flows 

with different lengths. The depth of the tree is three, 

thus we distinguished three types of flow, i.e., one-hop 

flow, two-hop flow and three-hop flow. We measured 

the time of packet generation at one timeslot before the 

first transmission of the packet flow. The average 

packet end-to-end delay for one-, two- and three-hop 

flow is shown in Figure 7(a-c), Figure 7(d-f) and 

Figure 7(g-i), respectively. In addition, 10, 20 and 30 

shared timeslots were selected in each delay 

measurement. The results of one-hop flow 

measurements show that the average end-to-end delay 

of the segment schedule was generally lower than the 

flow-based schedule. As the BL increased, the average 

end-to-end delay of the segment schedule increased, 

and it approximated the delay of the flow-based 

schedule when the BL reached 20. However, the delay 

of the two-hop and three-hop flows clearly reflected 

the advantage of our scheme and the random flow-

based schedule. These results indicate that the gap of 

the delay between the segment schedule and our 

scheme is approximately 250ms-630ms. The reason for 

such a large delay gap is that if the packets failed to be 

successfully transmitted in the previous segment, they 

are only transmitted at the shared timeslots of the next 

segment. In addition, as the shared timeslots increased, 

the time interval between the transmissions of the 

different hops also increases. Moreover, the delays of 

the random flow-based schedule and our scheme are 

minimally influenced by the length of the burstiness 

and the number of shared timeslots. The timeslot 

allocation of the transmissions on the same link is 

dispersed, especially in our scheme, which is dispersed 

by a minimum distance. In summary, the performance 

of our scheme is illustrated by its reliability, timeliness 

and bandwidth efficiency. 

5 Conclusion 

In this paper, we consider the problem of link 

burstiness to address timeslot scheduling. Thus, we 

proposed a novel timeslot scheduling method that 

supports the minimum timeslot distance between two 

transmissions on the same link for TDMA-based multi-

hop tree wireless networks. We also proposed a 

timeslot reuse scheme to reduce the waste of timeslots 

caused by a packet loss. The proposed scheme works 

synergistically with the proposed timeslot scheduling 

algorithm and makes the bandwidth utilization more 

efficient. In addition, our timeslot scheduling algorithm 

and scheme are implemented in a real industrial 

application. The results obtained in the experiment 

indicate that our proposed methods significantly 

reduced the undesirable influence of the link burstiness 

and improved the reliability. Compared with existing 

timeslot scheduling algorithms, the timeslot reuse 

scheme can greatly improve the efficiency of the 

bandwidth utilization. Moreover, the proposed 

solutions are sufficiently general for most industrial 

applications. 
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(a) One-hop flows (b) One-hop flows (c) One-hop flows 

   

(d) Two-hop flows (e) Two-hop flows (f) Two-hop flows 

 

(g) Three-hop flows (h) Three-hop flows (i) Three-hop flows 

Figure 7. The average end-to-end packet delay comparison of the three scheme on different types of flows
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