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Abstract 

Music recommendation systems are an emerging 

application that helps users to find their favorite music in 

numerous archives. Most existing music recommendation 

methods focus on exploring users’ profiles, listening 

histories and audio signal of music to recommend the 

most relevant items to users. However, users’ preferences 

may vary in different contexts or in response to changing 

emotions. In recent years, some studies have affirmed the 

important roles of context and emotions in music 

recommendation, and include context or emotions to their 

system design; however, few studies take both context 

and emotions simultaneously into consideration. In this 

paper, we propose an integrated approach to enhance the 

prediction of a user’s preference; this approach 

incorporates the factors of context and emotion and aims 

to provide users with a more simple, intuitive and 

enjoyable listening experience. In addition, we adopt 

serviced-oriented architecture to implement our music 

recommendation system to which new innovative 

services can be easily added or integrated to provide 

more flexible services in the future. We also present the 

evaluation results of the prediction accuracy and users 

satisfaction. 

Keywords: Music recommendation, Context, Emotion, 

Service-oriented architecture 

1 Introduction 

With the rapid development of digital music 

technologies, music is ubiquitous and can be easily 

accessed in our daily life. People listen to music on the 

radio, TV, the Internet, or portable devices to change 

their mood, enhance the atmosphere or simply pass the 

time. Currently, we have numerous choices of music to 

listen to. However, music listeners often become 

paralyzed and uncertain how to proceed with the 

overwhelming number of choices. They are now facing 

the problem of information overload as people 

encounter difficulties in finding music that satisfies 

their preferences and situations. Music recommendation 

systems (MRS) that help people to find their favorites 

among the vast amount of available music are now 

popular commercially and in the academic community. 

Conventional music recommenders deal with 

recommendations by mainly exploring two types of 

information: users and music. However, users’ 

preferences may vary in different contexts or emotional 

states [1-11]. The effectiveness of MRS will be limited 

as the recommendation calculations adopt insufficient 

information [8, 12]. 

Contextual information has been recognized as an 

important factor that influences human behavior in 

many disciplines. From the information behavior 

aspects, many scholars posited that human perceptions 

of information behavior are affected by the context 

where they are situated [10, 13-15]. Information-

seeking behavior is affected by the human-in-context 

factor [14, 16]. In marketing, research on customer 

decision behavior has demonstrated a similar opinion, 

namely that the same customer may have different 

preferences or make different choices in different 

contexts [17-18]. In the computer science field, 

contextual information started to be applied in 

computer systems to provide more relevant services or 

information to users during the past decade [2, 10, 19-

23]. A user’s preferences are complex and should be 

understood in context [22]. Applications can provide 

information or services that are closer to users’ needs 

by including contextual information. Besides contextual 

information, emotion is another important factor that 

will influence users’ behavior. The impact of emotions 

on decision making, consumer behavior and 

information behavior has been explored in studies in 

psychology, marketing and information science [24-

25]. In human-computer interaction literature, emotion 

has been recognized as an essential factor that influences 

users’ behavior [26-27]. Within recommendation 

systems, users’ emotional information will be able to 

recommend more appropriate items matching users’ 

needs [4, 7, 28]. Accordingly, it would be beneficial to 

incorporate users’ contextual and emotional information 

in the recommendation process. 
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Researchers in MRS noticed the critical roles of 

contexts and emotions in people’s selection of music 

and posited that listeners’ preferences are strongly 

related to both factors [4, 6-8, 28]. In the past few 

years, some studies have taken contextual or emotional 

information into consideration while making music 

recommendations [4, 8, 10, 28]; however, few of them 

provide an integrated method to simultaneously 

include contextual and emotional information into the 

recommendation process. In this paper, we propose an 

integrated approach to enhance the prediction of users’ 

preferences. This approach incorporates the factors of 

context and emotion and aims to provide users with a 

simpler, intuitive and enjoyable listening experience. 

We first filter music from the perspectives of time, 

location and emotions, based on the time concept 

hierarchy, the semantic network of ConceptNet, the 

location classification derived from All Music Guide 

(AMG, http://www.allmusic.com) and Russell’s 

circumplex model for emotions. Then, we apply a user-

based collaborative filtering technique to adjust for the 

individual differences according to the user’s 

preferences, listening behavior and rating feedbacks, to 

generate a more personalized music playlist 

recommendation. As the concept of agile services has 

received a great deal of attention over the past decade, 

we adopt serviced-oriented architecture (SOA) to 

implement our music recommendation system, to 

which new innovative services can be easily added or 

integrated to provide more flexible services in the 

future. To demonstrate the effectiveness of our system, 

we conducted a series of experiments and measured the 

prediction accuracy and users’ satisfaction. 

2 Related Works 

2.1 Music Recommendation Systems 

As a result of the expanding bandwidth of the 

internet, the number of people listening to music online 

is growing with surprising rapidity. Many service 

providers started to offer music recommendation 

services to help users find and listen to music that 

matches their preferences and needs without wasting 

time on searching for such information. Several 

popular and successful MRSs which are relevant to our 

research will be introduced here. 

Pandora. Pandora (http://www.pandora.com) was 

implemented by the Music Genome Project and is a 

content-based music recommendation service. Its 

music recommendation engine is primarily based on 

music content features. Their experts literally collect 

hundreds of musical characteristics on every track, 

including: melody, harmony, instrumentation, rhythm, 

vocals, lyrics, etc. Each song is analyzed using up to 

400 musical features, by a trained music analyst. These 

attributes include the musical identity of a song and the 

features that are relevant to understanding the listeners’ 

musical preferences. In Pandora, users can query music 

by inputting artists, song titles or genres. It will 

respond with songs that are musically similar to the 

ones provided by users. Since May 3, 2007, Pandora 

remains for U.S., Australia and New Zealand listening 

only. 

Last.FM. Last.FM (http://www.last.fm) is a 

collaborative-based music recommendation service 

that compares the similarity of songs according to 

users’ ratings or preferences. Last.FM uses a music 

recommender called “Audioscrobbler” to collect a 

detailed profile of each user’s musical taste. Users can 

tag and label songs, albums and artists with a simple 

description sentence. Last.FM will aggregate the users’ 

tags and listening history as the basis for music 

recommendations. Then it presents the users with a list 

of songs and artists from other users’ profiles who 

share similar music taste with them. Last.FM offers 

numerous social networking features and can 

recommend artists that are similar to the users’ 

favorites. 

Musicovery. Musicovery (http://www.musicovery. 

com/) is a content-based music recommendation 

service. It creates a graphical interface to match users’ 

music listening needs according to their emotions. The 

“mood pad” displays emotions with two axes: 

dark/positive and calm/energetic. Every song is 

analyzed by an expert and labeled with 40 acoustic 

parameters. Every parameter can record values from 

around 3 to 20. Every song is mapped to a specific 

position on the mood pad according to its musical 

features. Music samples are played when rolling over 

the mood pad. The listeners can intuitively find the 

mood and the music they want to launch the playlist 

from the desired position. Users also can rate the songs 

in the playlist as feedback. 

2.2 Context-Aware Computing 

Humans have the ability to express the meanings 

that they want to convey by using few words because 

the implications of these words are explained 

according to the situational information. This indicates 

that situational information plays an important role in 

communication. In human-computer interaction, it is 

also essential to understand users’ situational 

information to provide better services and ensure users’ 

satisfaction. Context is another representative term of 

situational information which means the information 

that can be used to characterize the situations relevant 

to the interaction between users and the applications. In 

order to use contextual information in an effective way, 

applications should first address the relationship 

among context, users and items in applications. 

In recent years, some studies have developed 

context-aware models for computer systems. Korpipää 

et al. built a well-structured naïve Bayes classification 

hierarchy to represent the contextual information [29]. 

Horvitz et al. employed dynamic Bayesian networks 
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(BNs) and Hidden Markov Models (HMMs) to sense 

and reason the location information over time and the 

states of attention that use workload as a random 

variable [30]. Another method is applying semantic 

networks (SNs) to represent contextual information. 

This method links the contextual information as nodes 

among corresponding concepts, which can be viewed 

as a directed graph [31]. Adomavicius et al. presented a 

multidimensional (MD) approach for recommendation 

systems that include contextual information besides the 

typical information on users and items [32]. Based on 

the related knowledge of context, Naganuma et al. 

proposed an ontology-based modeling method to 

represent the contextual information of time, 

space/location and agent/people for an enhanced 

recommendation service [33]. Han et al. built a music 

ontology that includes contextual information for 

music recommendations [28]. Cantador et al. proposed 

an enhanced semantic method to support the 

contextualization capabilities for news 

recommendations [3]. In the music recommendation 

field, Kim et al. proposed a music recommendation 

system based on location; it showed good performance 

[34]. In addition, a context-aware music 

recommendation system presented by Park et al. also 

showed that time has a significant influence on music 

recommendation [35]. Su et al. proposed the 

Ubiquitous Music Recommender (uMender) that offers 

music recommendations by mining musical content 

and context information [8]. Wang et al. employed 

contextual information collected with mobile devices 

for music recommendation [10]. Chen et al. proposed a 

context-aware approach for music recommendations 

based on a user’s emotional state predicted from the 

article the user writes [4]. We will use location and 

time as the contextual information in our system. 

2.3 Emotion and Music 

In psychology-related literature, researchers have 

attempted to propose some models of human emotions. 

The two major approaches for emotion modeling are 

categorical and dimensional methods. The categorical 

approach allocates each emotion into a small set of 

mutually exclusive categories. The dimensional 

approach is a taxonomy that classifies emotions using 

several dimensions to present the various types of 

emotions. A suitable emotional model to represent 

emotions in music is essential for realizing an efficient 

music recommendation system. We will introduce 

some emotion models that are useful for mapping 

emotions with music. 

PAD emotional state model. Mehrabian defined the 

PAD model to describe and measure emotional states 

[36]. This model classifies emotions according to three 

distinct dimensions: pleasure- displeasure (P), arousal-

nonarousal, (A) and dominance-submissiveness (D). 

Pleasure-displeasure distinguishes the positive 

emotional states from negative ones. Arousal-

nonarousal refers to a combination of mental alertness 

and physical activity regarding the intensity of the 

emotion. Dominance-submissiveness represents 

control versus lack of control over events or one’s 

surroundings. PAD uses three numerical dimensions to 

represent all emotions, and any emotion can be viewed 

as a point in this three-dimensional space. Therefore, 

every emotion can be mapped onto a 3-dimensional 

vector space that can be used for similarity calculation 

in the recommendation process. 

Hevner’s adjective circle. Hevner’s adjective circle 

mainly focuses on mapping the musical features into a 

circle of emotional terms [37]. This circle represents 

emotions with eight groups: spiritual, pathetic, dreamy, 

lyrical, humorous, merry, exhilarated and vigorous. 

Hevner further improved this model by exploring six 

musical features (i.e. mode, tempo, pitch, rhythm, 

harmony and melody) and redefined the eight groups 

of the emotional/mood circle as dignified, sad, dreamy, 

serene, graceful, happy, exciting and vigorous [38]. 

Meyer extended Hevner’s method and proposed an 

emotional content-based music classification 

mechanism that can be mapped onto Hevner’s 

Adjective Circle according to five musical features (i.e. 

mode, harmony, tempo, rhythm and loudness) [39]. 

This model is suitable for expressing the emotion of 

music because it defines the relationships between 

musical features and emotions. 

Russell’s circumplex model. Russell proposed a 

circular emotional model by placing eight emotion 

terms around the two primary dimensions of 

pleasantness–unpleasantness (horizontal axis) and 

arousal–sleep (vertical axis) [40]. This model mapped 

28 terms of emotions to represent the domain of 

respective emotions. Russell’s circumplex model is a 

spatial model based on two dimensions of emotion that 

are interrelated in a very methodical way. Eight 

emotions fall in a circle with the following order: 

pleasure (00), excitement (450), arousal (900), distress 

(1350), displeasure (1800), depression (2250), 

sleepiness (2700) and relaxation (3150). This 360 

degree model is useful for exploring the relationships 

between different emotions and can be used for the 

similarity calculation in recommendation systems. 

In our system, we have to extract the relationships 

between emotions and songs and then compute the 

similarity between a user’s emotion and the emotional 

character of a song. We adopt Meyer’s mechanism 

derived from Hevner’s method to extract the 

relationships between emotions and songs. In addition, 

Cafarella and Cutting provided a mechanism that can 

map Hevner’s Adjective Circle onto Russell’s 

circumplex model [41]. Therefore, we can use 

Russell’s circumplex model to calculate the similarity 

between a user’s emotion and the emotional character 

of a song. 
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3 System Design 

3.1 System Concept 

In this system, we first collect the representative 

emotion, listening location and listening time of the 

songs as the basis of our recommending mechanism. 

Our system adopts the emotional content-based music 

classification method proposed by Meyers [39] to 

establish the relationships between emotions and the 

musical features of a song. Meyers’ method maps the 

emotion of a song to the Hevner’s adjective cycle. The 

listening location is derived from the location 

classification made by experts in All Music Guides 

(AMG). For listening time, we build a time concept 

hierarchy to relate the listening time and songs. Then, 

we recommend playlists that tally with users’ emotions, 

contextual information and preferences by executing 

weight computing, music filtering and similarity 

measure. Figure 1 presents the overview of our system; 

it includes seven major modules: user interface module, 

query analyze module, context module, emotion 

module, user profile module, song info module and 

recommendation module. In addition, user profiles, 

songs, emotion of songs, context information and 

users’ ratings of songs are stored in the database. 

 

 

Figure 1. The overview of our system 

Our system is simple and easy to use. First, the user 

connects to our system and then logs in. Second, the 

user chooses the conditions or input query condition of 

emotions as shown in Figure 2. Third, our system will 

automatically generate a playlist for the user and the 

user can listen to these songs directly on the internet. 

Users can express their satisfaction by explicit rating of 

the songs on a scale from 1 to 10 and label the related 

contextual or emotional information if they think the 

default information differs from their feelings. These 

data will be recorded in the database and these 

feedbacks will be viewed as users’ preferences for 

future music recommendations. 
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Figure 2. The interface of our system 

3.2 System-Oriented Architecture (SOA) 

Service-oriented architecture refers to “a style of 

building reliable distributed systems that deliver 

functionality as services, with the additional emphasis 

on loose coupling between interacting services [42].” 

The business processes or functions are modularized as 

services and these service interfaces are independent of 

their implementations because of message-oriented 

communications. In an SOA environment, business can 

flexibly add or compose new services under existing IT 

infrastructure in a loosely coupled manner. These 

services can be eaisly accessed from any platform, 

whether local or remote. We adopted the concept of 

SOA to build our system in order to provide a 

ubiquitous, flexible and extendable service.  

Web services is one of the most important ways to 

implement SOA in which requestors can find web 

services and dynamically bind to them. We designed 

our system as an SOA-based recommendation service 

using web services technology. The basic unit of 

communication in web services is a message rather 

than an operation. Figure 3 shows the SOA 

environment of our system. The Service provider 

offers the recommendation service through well-

defined service contracts and has to publish the service 

contracts for its services in the registry. The service 

repository provides the possibility to register services 

and maintains the service registry that acts as a service 

directory listing. A service contract represents an 

agreement by the joining parties and binds the users 

with the service provider. A service consumers can 

look up the services in the registry and invoke the 

service by sending messages that meet the service 

contract format. Then, every user and developer can 

access the service easily and use the service to develop 

applications on any platform. 

Service Repository

Service Consumer Service Provider

Find

Bind

Publish

Our Client
Recommendation 

Service

Service 

Contract

 

Figure 3. The SOA environment of our system 

3.3 System Architecture 

Our system is a music recommendation system 

implemented by the SOA architecture; it takes 

contextual and emotional information into 

consideration. Users can get different music playlists 

according to different context and emotion conditions. 

Before the calculation of similarity, our system uses 

the contextual and emotional information as a filter to 

exclude the songs from different contexts and emotions. 

Gathering data from several online databases, such as 

All Music Guide (AMG) and ConceptNet, our system 

integrates context hierarchy, emotion detection, 

commonsense computing and collaborative filtering 

techniques to build a more intuitive and enjoyable 

music recommendation system. As mentioned above, 

our system includes seven modules: interface module, 

query analyze module, context module, emotion 

module, user profile module, song Info module and 

recommendation module. The primary design and 

functions of these modules are described respectively. 

User interface module. The user interface module is 

responsible for all interactions between users and our 

system through a web-based interface. Users can 

choose their contextual information (i.e. time and 

location) and emotions from the lists, or input some 

text description to represent their emotions. Users also 

can rate songs in the recommendation playlist to 

express their satisfaction by explicit rating of the songs 

on a scale from 1 to 10. They also can label the 

contextual or emotional characteristics of the song if 

their cognition of these characteristics differs from the 

default ones provided by our system. These labels will 

feedback to this system and be recorded in the database. 

Query analyze module. Our system provides three 

types of query conditions (i.e. time, locations and 

emotions). Users can choose any or all of them as 

query conditions. Time is further divided into three 

parts: morning, afternoon and evening. Location is a 

list of places derived from AMG database. There are 

two methods to acquire users’ emotions. One is getting 

the user’s choice of his/her emotion from the eight 

emotions defined by Hevner’s adjective cycle [37]. 

These emotions/tones include: happy, sad, dignified, 

serene, graceful, exciting, angry, and dreamy. Another 

method uses the commonsense reasoning techniques 
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and natural language processing to capture the emotion 

from the query texts inputted by the user. 

Context module. Context module deals with two 

contextual factors: time and location. It retrieves songs 

according to the time and location information of 

users’ situations. Users also can label the contextual 

information of the recommendation songs after 

listening; thus, the contextual characters of these songs 

can be adjusted on the basis of users’ listening 

situations. 

The attributes of listening time are represented as a 

concept hierarchy which consists of several levels of 

concepts. The time concept hierarchy is shown as 

Figure 4. The higher the level, the more generalized it 

is. However, some nodes in this concept hierarchy may 

not contain enough information for the 

recommendation process. Our system will directly 

inherit the contents of the nodes’ parents and use these 

contents for recommendation computation. 

 

Figure 4. Time concept hierarchy 

The location factor is derived from the location 

classification made by experts in All Music Guide 

(AMG). AMG categorizes the relationships between 

locations and music. We retrieve location names from 

the AMG and then use these names as input to find the 

relationships between these locations from ConceptNet. 

ConceptNet is a kind of semantic network which 

represents the similarity between nodes by computing 

their inferential distance [43]. We then execute the 

ConceptNet practical reasoning API to generate the 

lists of structurally analogous concepts, retrieve the 

similarities between these locations from the lists and 

store them into our database. 

Emotion module. In the emotion module, we 

implement Meyer’s mechanism [39] to extract the 

songs’ emotions. Meyers proposed an emotional 

content-based music classification method that 

analyzes the audio signals using five musical features 

(i.e. mode, harmony, tempo, rhythm and loudness). 

Meyers’ mechanism maps the emotion of a song to the 

Hevner’s adjective cycle that we also used in the query 

analyze module to represent a user’s emotion. Figure 5 

shows the music classification of Meyer’s mechanism. 

Consequently, we extract the songs’ emotions by 

Meyer’s musical content classification method and 

store the results into the database. 

 

Figure 5. Meyer’s musical content classification 

Song info module. The song info module is 

responsible for collecting the meta-data of songs which 

include: the artists, songs’ title, albums, release dates 

and genres. Our system directly gathers the first four 

data from the files of songs, and then uses these data as 

query conditions to find their genres in AMG. The 

online listening interface which shows the related 

information is presented in Figure 6. 
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Figure 6. Online listening interface 

User profile module. The user profile module 

organizes profile data used in this system. A user’s 

profile indicates personal account information, 

preferences and listening history. These data include: 

account id, user name, age, gender, e-mail, favorite 

genres, dislikes genres and listening history list. 

Specifically, if a user skips listening to a song before 

the half time of the song, we will ignore the rating for 

that song when computing the similarity of songs. 

Recommendation module. In the recommendation 

module, our system adopts the hybrid method [44] to 

integrate all data that come from other modules for 

music recommendations. The recommendation module 

includes three sub-modules: weight computing, music 

filtering and similarity measure. The process flow is 

shown in Figure 7. 

 

Figure 7. Process flow of recommendation module 

(1) Weight computing: This sub-module calculates 

the weighting of one specific factor when users choose 

more than one factor as their query conditions (i.e. time, 

locations and emotion). Suppose a user usually uses the 

emotion factor to generate recommendations and now 

this user uses both the emotion and location factors; 

this often indicates that the location factor is more 

important than the emotion factor in this query. Our 

system adopts a concept similar to IDF in the TF-IDF 

(Term Frequency-Inverse Document Frequency) 

method to measure the weighting of factor i. Once a 

less used factor is chosen, this factor will have a higher 

weighting for the recommendation calculation. The 

weighting formula is defined as: 

 
{ }

log
:

u

i

i

Q
w

q f q
=

∋

 (1) 

where Qu is the total number of queries of user u in this 

system and the denominator is the number of queries of 

factor i ( fi ). Then wi will be used as the weighting of 

factor i. 

(2) Music filtering: This sub-module filters the 

songs according to a user’s query condition and 

extracts the top n songs. The similarity between query 

condition (i.e. time, locations or emotion) and the 

characters of song i is defined as: 

 

,

( , ) ( , )

~ [ 1, 10],

f f

f F

i f

m i F w sim i f

s f F

∋

= •
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∑
 (2) 

where F is the set of query factors including emotion, 

time and locations; wf is the weighting of each factor in 

F generated from Equation (1); simf (i,f) is the 

similarity between the characters of song i and the 

user’s query condition regarding factor f; the similarity 

value si,f is in the range from 1 to 10; and m (i,F) is the 

similarity between query condition and the 

characteristics of song i. The similarity calculation of 

every factor simf (i,f) is illustrated respectively. 

－Location 

For the location factor, this system measures the 

similarity of locations between a user’s query condition 

and the location characteristic of a song based on the 

ConceptNet. The simlocation (i,location) value is directly 

obtained from the relation coefficients of ConceptNet. 

These coefficients are numeric values which represent 

the similarity between locations. A sample of similarity 

value between each location computed by ConceptNet 

is shown in Table 1 (the original data are calculated to 

the 12th digit after the point). 

Table 1. The sample of location similarity 

 Beach Country Office Party Wedding 

Beach --- 6.670 4.067 1.189 3 

Country 6.670 --- 4.339 1.356 2.377 

Office 4.067 4.339 --- 1.627 1.5 

Party 1.189 1.356 1.627 --- 7.13 

Wedding 3 2.377 1.5 7.13 --- 

 

－Emotion 

For the emotion factor, this system uses Meyer’s 

emotional music classification mechanism that maps to 

the Hevenr’s Adjective Cycle. To measure the 

similarity between a user’s emotion and the emotional 
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character of a song, we map the Hevenr’s Adjective 

Cycle into Russell’s circumplex model [41], as shown 

in Table 2. Russell’s circumplex model is a 360 degree 

model that can be used for numeric evaluation. The 

emotional similarity is defined as: 

    180,  360
e e e e e e

sim s q if sim sim sim= − > = −  (3) 

Table 2. Comparison of three emotional models 

Degree Russell Schubert Hevner Valence Arousal

0o Pleasure (B) Lyrical 
(4) Serene 

(5) Graceful 
+ 0 

45o Excitement (A) Bright (6) Happy + + 

90o Arousal (H) Dramatic (7) Exciting 0 + 

135o Distress (I) Tense (7) Exciting – + 

180o Displeasure (E) Tragic 
(2) Sad 

(3) Dreamy 
– 0 

225o Depression 
(F) Dark 

(G) Majestic 

(1) Dignified 

(2) Sad 

(8) Vigorous 

– – 

270o Sleepiness (D) Dreamy (3) Dreamy 0 – 

315o Relaxatuin (C) Calm (4) Serene + – 

 

－Time 

For the time factor, we define three nominal periods: 

morning, afternoon and night with its mapping hour as 

shown in Table 3. 

Table 3. Definition of time period 

Nominal Period 
Mapping Time Period 

(24hr format) 

Morning 5-11 

Afternoon 11-17 

Night 17- 5 

 

If the song’s time value, st, is in the same time 

period as the user’s query time, qt, it will be classified 

as 100% the same. Otherwise, we measure the 

similarity of time as: 

     12,  24
t t t t t t

sim s q if sim sim sim= − > = −  (4) 

(3) Similarity measure: In this sub-module, we first 

use the user-based collaborative filtering proposed by 

Shardanand and Pattie [45] to predict the ratings of 

songs in the list of top n songs generated by Equation 

(2), then calculate the mean value of matching songs 

and predict their ratings as our recommendation results. 

This sub-module calculates the similarity between 

users (i.e. sim(ua, u)). Then this sub-module uses 

sim(ua, u) to predict the rating of song i for user ua and 

normalizes the difference of ratings between individual 

users; hence, we get the predicted rating rua,i of song i 

for user ua. The collaborative filtering algorithm is 

defined as: 
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where 
a

u
r and 

u
r  is the average rating of user ua and 

user u; U is the set of all users; sim(ua, u) is the 

similarity between user ua and user u which measuring 

by Pearson correlation; and S is the set of all songs in 

this system. 

Finally, our system computes the harmonic mean of 

m(i) (Equation (2)) and rua,i (Equation (5)) to derive the 

final rating value of song i, i.e. R(i). Then we sort the 

value R(i) to get the music playlist for the user ua. The 

harmonic mean formula is defined as: 
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where n is the total number of considering variables, 

which are included in the music filtering module and 

similarity measure module. 

4 Evaluation 

4.1 Experiment Procedures 

The detailed experiment procedures are shown in 

Figure 8. The experiment includes three steps: data 

collection and processing, online experiment and 

experiment evaluation. These steps will be described 

respectively. 

 

Figure 8. Experiment procedures 
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Data collection and processing. This system first has 

to gather related music information and contextual data 

and then users can listen to music via the internet and 

give each song a rating and labels. Therefore, we 

retrieved music information and contextual data from 

the AMG. The total amount of collected songs for the 

experiment is 2045 and includes three music genres: 

Classical, Jazz and Pop/Rock. Among these songs, 

1533 belong to Pop/Rock (75%); 359 belong to Jazz 

(18%); and 152 belong to Classical (7%). Regarding 

the language of the lyrics, 1281 songs belong to 

Chinese (63%) and 764 songs belong to English. We 

randomly sampled 800 songs for the experiment. 

For the contextual data, we acquired 83 contextual 

labels from the AMG and selected 10 of them to be our 

location labels: Beach, Country, Birthday Party, Night  

Club, Party, Wedding, Christmas Party, Church, 

Driving, and Office; 387 songs of the 800 samples 

have location values matching these ten locations. 

Among these songs, 43 are Beach (11%); 27 are 

Birthday Party (7%); 32 are Christmas Party (8%); 23 

are Church (6%); 37 are Country (9%); 42 are Driving 

(10%); 41 are Night Club (10%); 50 are Office (12%); 

76 are Party (19%); and 16 are Wedding (4%). The 

mean of these location values is 38.7 and the standard 

deviation is 16.667. For the emotional data, after 

mapping these 387 songs to emotions with Meyer’s 

mechanism, 110 belong to Happy (28%); 89 belong to 

Exciting (23%); 107 belong to Graceful (28%); 37 

belong to Serene (10%); 8 belong to Dreamy (2%); 10 

belong to Dignified (2%); 11 belong to Sad (3%); and 

15 belong to Angry (4%). More than 80% songs 

belong to positive emotions, such as Happy, Exciting, 

Graceful, and Serene. The distribution between 

emotions and locations is shown in Figure 9. 

 

Figure 9. Distribution between emotions and locations 

Online experiment. We invited participants to use our 

system by posting messages on music discussion 

forums and the famous bulletin board system (BBS). 

The participants have to register in our system and 

provide personal information such as age, gender, 

email address, music preferences, and so on. Then they 

input the query conditions and get the music 

recommendation playlist. After listening to a song, the 

participants can give their rating and label for  

the song as feedback. The ratings and labels will be 

entered into the database if the participants listened to 

more than half of the song. After one month long 

online experiment, we collected 93 effective users 

from among 124 registered users. They are between 20 

and 28 years of age (average is 24 years of old); 57 

(61%) of the effective users are male and 36 (29%) are 

female. 

We further invited 30 participants who have listened 

to more than 300 songs in Last.FM to join our second 

stage experiment. This criterion is used to avoid the 

cold-start problem in Last.FM. The participants had to 

define at least two scenarios regarding the situations 

that they want to listen to music. Then we asked the 

participants to listen to ten songs recommended by 

Last.FM and our system and to give a rating to every 

song. We compared the predictive ability of our system 

with Last.FM. Regarding the comparison target, four 

popular music listening websites were considered: 

Last.FM, Pandora, Musicovery and All Music Guide. 

Pandora does not provide services for listening outside 

of the U.S and All Music Guide is a categorical 

website which does not provide the recommendation 

service. On the other hand, we found that participants 

had experiences in using Last.FM than in using 

Musicovery. Consequently, we chose Last.FM as the 

comparison target. 

Experiment evaluation. In the recommendation 

system literature, the most discussed and used measure 

is prediction accuracy [46]. Accuracy measures the 

prediction accuracy of recommendations from a 

statistical perspective or decision-based perspective 

[47]. We used the Mean Absolute User Error (MAUE), 

precision, recall and F1 to evaluate the performance of 

our system. MAUE is a modified Mean Absolute Error 

(MAE) method of MAE. MAE measures the average 

absolute difference between a predicted rating and the 

actual rating of a user, with every prediction error 

weighted in the same way [48]. However, the ratings 

for recommendations show significant differences 

between heavy raters and cold starters. We therefore 

used MAUE to ensure that all users have the same 

weight in the prediction error calculation. MAUE with 

a low value usually indicates that the prediction 

accuracy is good. The MAUE equation is defined as: 
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where n is the total number of users who have rated 

more than one item; nu is the number of ratings rated 

by user u; pu,i is the predicted rating of item i generated 

by system for user u; ru,I is the actual rating of item i 

given by user u; and eu, are the differences between 

predicted rating and actual rating. 



774 Journal of Internet Technology Volume 19 (2018) No.3 

 

Decision-based measures evaluate how well a 

system recommends items that will be highly rated by 

the user. Measures of classical information retrieval 

literature are used here, including: precision, recall and 

F-measure [4, 8, 49-52]. Decision-based measures 

evaluate the recommendation list of top-n items for a 

user. The recommendation items are usually ordered 

by decreasing relevance. There are four possible 

outcomes of a recommendation of an item to a user, as 

shown in Table 4. 

Table 4. Possible results of a recommendation of an 

item to a user 

 Relevant Not relevant 

Recommended 
True-Positive 

(TP) 

False-Positive  

(FP) 

Not recommended
False-Negative 

(FN) 

True-Negative 

(TN) 

 

Precision is the percentage of the recommended 

items that are really relevant items. The equation is 

defined as: 

 
TP

Precision
TP FP

=

+

 (9) 

Recall is the percentage of the relevant items that are 

really recommended by the system. It indicates the 

coverage of the recommended items. The equation is 

defined as: 

 
TP

Recall
TP FN

=

+

 (10) 

F-measure is the weighted harmonic mean of 

precision and recall. F1 evenly weights precision and 

recall, and F2 weights recall twice as much as precision. 

We use F1 to evaluate the performance of our system. 

The equation is defined as: 

 
1

2 Precision Recall
F

Precision Recall

× ×
=

+

 (11) 

To measure users’ satisfaction and perceived 

usefulness of our recommendations, we asked the 

participants to answer a questionnaire to collect users’ 

feedback in regard to another perspective. The 

questionnaire includes three parts: users’ chosen 

factors of recommendation, users’ perceived usefulness 

of this system and users’ overall satisfaction regarding 

this system. The questions are shown in Table 5. 

4.2 Experiment Results 

The rating results. We collected 934 effective ratings 

of 372 songs from the experiment. For all of the ratings, 

the mean value is 7.104 with standard deviation of 

1.849. Figure 10 shows the distribution of all ratings 

with 81% of the ratings located between score 6 and 10. 

The distribution is skewed on the right side, which 

means most of the users tend to positively rate our 

recommendations. 

Table 5. Questionnaire for user feedback 

Aspect Number Description 

1 

Do you think emotion is an important 

factor when choosing music to 

listen? 

2 

Do you think location is an important 

factor when choosing music to 

listen? 

Concerning 

factors 

3 

Do you think time is an important 

factor when choosing music to 

listen? 

4 
Do you think the recommendation 

results match your emotion? 

5 
Do you think the recommendation 

results match your situations? 

6 
Were the recommendations helpful 

for you? 

Perceived 

usefulness

7 

Do you think our emotion-and-

context-based music 

recommendation system is useful? 

Overall 

satisfaction
8 

Overall, are you satisfied with our 

recommendations? 

 

Figure 10. The distribution of all ratings 

The number of ratings and the average of users’ 

ratings are accumulated according to the query 

condition, as shown in Figure 11. Regarding query 

conditions, 78% use emotion as one of the query 

conditions, 55% use location as one of the query 

conditions and 28% use time as one of the query 

conditions. The results show that most users tend to 

use the emotion factor as their query condition, which 

means that emotion is more directly related to users’ 

music listening preferences. People can experience the 

same kinds of emotions at any time and in any location. 

For example, we may feel excited at a party, night club, 

or beach. In this situation, we may choose music 

according to our emotional states rather than the 

specific location or time. In Figure 11, except for the 

queries that only use the time factor as query condition 

and have lower ratings, most query conditions have 

good rating scores. The reason may be that our 

database lacks the ratings of the time factor and 

therefore the recommendations made by time do not 

score very well. According to the trend line, we find 
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that users’ ratings are higher while combining more 

factors as their query conditions. 

 

Figure 11. The number and average rating of query 

conditions 

The distribution of ratings for emotions is shown in 

Figure 12. The ratings regarding negative 

emotions/tones (i.e. dignified, sad and angry) are only 

8% of all ratings. About 92% of the ratings are related 

to positive or neutral emotions. With a lower number 

of users, it seems that people rarely listen to music 

while in a dignified or angry mood. Another possible 

reason may come to most people rarely feel dignified 

or angry in daily life. Regarding the lower ratings of 

happy, it may because happy has a broaden meaning of 

emotions that it’s not easy to define a song as happy 

and macth the users’ situation in the same time. Our 

results indicate that users usually listen to music while 

they are experiencing positive or neutral emotions. 

 

Figure 12. The distribution of ratings for emotions 

Prediction accuracy. To evaluate the accuracy of our 

system, we adopted a well known user-based 

collaborative filtering algorithm proposed by Resnick 

et al. [53] and item-based collaborative filtering 

algorithm proposed by Sarwar et al. [54] as 

benchmarks to compare with our algorithm. Because 

this system takes emotion, locations and time into 

consideration, we had to adapt our data to Sarwar’s 

algorithm for comparison. Therefore, we used a 3-

combination of the original factors to derive a format 

that is comparable to Sarwar’s algorithm. 

We used MAUE to evaluate the prediction accuracy 

with the leave-one-out method [55]. A low value of 

MAUE indicates that the prediction accuracy is good. 

Figure 13 shows the MAUE of this system and 

benchmarks with increasing neighborhood size. The 

reason for having high MAUE in adapted Sarwar’s 

method is that we adapted its data into 3-combinations 

which cause the sparse data problem. The MAUE of 

Resnick’s method is decreased from 1.2731 to 1.0583 

with difference of 0.214, and the MAUE of our 

proposed method is decreased from 1.2261 to 1.0028 

with difference of 0.223. Therefore, as depicted in 

Figure 13, our method has lower MAUE with higher 

difference than Resnick’s; this indicates that our 

system has better prediction accuracy than Resnick’s 

benchmark. In our case, the decreasing ratio is 

significantly ceased when the size of neighborhood is 

higher than 20.Thus suitable neighborhood of our 

recommendation system is among 20 to 30 which can 

considered both of the efficiency and recommending 

quality. On the other hand, the MAUE shows no 

significant improvement when the neighborhood size is 

greater than 30. We therefore set the neighborhood size 

of our system as 30. 

 

Figure 13. MAUE of different neighborhoods size 

Regarding precision and recall, we use 30 as the 

neighborhood size to measure their value. We define 

an item as relevant if its actual rating is greater than 7. 

In addition, an item is recommended if its predicted 

rating is greater than 7. The results of accuracy 

measures are shown in Table 6. According to the 

analysis result of Table 6, our emotion-and-context-

based collaborative filtering algorithm has lower 

MAUE and higher precision, recall and F1 value, 

which means the average error of our algorithm is 

lower and our accuracy is better than benchmarks. This 

ididcated that emotion and context information is very 

useful in finding the most-relevant songs to facilitate 
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music recommendation. The prediction accuracy of our 

system performs better than item-based and user-based 

methods. We will investigate more dimensions of 

contextual information to improve the quality of our 

recommendaions.  

Table 6. The results of accuracy measures 

 
Adapted Sarwar’s 

(item-based) 

Resnick’s 

(user-based)
Our system 

MAUE 1.671 1.0925 1.0323 

Recall 0.5717 0.7193 0.7401 

Precision 0.6675 0.8011 0.8118 

F1 0.6159 0.7580 0.7743 

 

User satisfactions. Finally, 86 users completed the 

questionnaire. The results are shown in Table 7. For 

the factors concerned, 79% of the participants think 

that emotion is an important factor while they are 

choosing what kind of music to listen to; 63% of the 

participants think location factor is important and 49% 

of the participants think the time factor is important. 

The results indicate that most people take emotion as a 

critical consideration while listening to music; location 

and time are not as important like emotion factor. It 

matches the results of our experiment evaluation in 

Figure 11 that most users tend to use emotion as one 

for their query conditions. For the perceived usefulness 

of this system, 77% participants responded that our 

recommendations matched their emotional states and 

62% participants felt that the recommendations 

matched their location and time situations. In addition, 

75% and 65% of the participants had positive 

evaluations regarding the helpfulness and usefulness of 

this system. In the end, the result of question 8 shows 

that 74% of the participants are satisfied overall with 

this system. 

Table 7. The results of questionnaire 

Responsesa 

  
1 2 3 4 5 

Q1: emotion 

0 

(0%) 

1 

(0%) 

18 

(21%) 

41 

(48%) 

26 

(31%) 

Q2: location 

0 

(0%) 

6 

(7%) 

26 

(30%) 

37 

(43%) 

17 

(20%) 
Concerning factors 

Q3: time 

0 

(0%) 

5 

(6%) 

39 

(45%) 

34 

(40%) 

8 

(9%) 

Q4: match emotion 

0 

(0%) 

3 

(3%) 

17 

(20%) 

54 

(63%) 

12 

(14%) 

Q5: match situations 

0 

(0%) 

7 

(8%) 

25 

(29%) 

43 

(50%) 

11 

(13%) 

Q6: helpful 
0 

(0%) 

2 

(2%) 

20 

(23%) 

48 

(56%) 

16 

(19%) 

Perceived usefulness 

Q7: useful 
0 

(0%) 

7 

(8%) 

23 

(27%) 

32 

(37%) 

24 

(28%) 

overall satisfaction Q8: overall satisfaction 

0 

(0%) 

5 

(6%) 

17 

(20%) 

61 

(71%) 

3 

(3%) 

Note. a: The responses represent: 1= strongly disagree, 2=disagree, 3=neutral, 4= agree, 5= strongly agree. 

 

We then used Cronbach’s alpha coefficient to 

examine the internal consistency and reliability of our 

questionnaire. Cronbach’s alpha analyzes the numeric 

coefficient for measuring the consistency of Likert 

scale items. Computing by R software, Cronbach’s 

alpha of our questionnaire is 0.775, which is above the 

recommended value of 0.7 for scale robustness [56]. 

This result indicates that our questionnaire presents 

good internal consistency. 

Comparison with Last.FM. The proportion of the 

scenarios chosen by the invited 30 users is shown in 

Table 8. Figure 14 shows the rating results of Last.FM 

and our system. The result reveals that users usually 

rate our recommendations with a higher value than 

Last.FM, especially in the range of 6 to 10. We can 

find the rating distribution of Last.FM do not like a 

normal distribution. Last.FM has many lower ratings at 

value 1 and 2. This might because the recommended 

results of Last.FM are easy to be dominant by the 

music genre. Thus if a user usually listen night club 

music, when he want to listen the music fit to beach, 

his recommended song will still have lots relations 

with night club genre. Here we could not use the 

MAUE, precision, recall, or F1 measures to compare 

the performance of our system and Last.FM due to the 

lack of related information about Last.FM. Therefore, 

we used the average rating as the comparison index. 

The average of ratings for Last.FM is 6.296 and the 

average of ratings for our system is 7.4033; this 

indicates that our system has better recommendations 

than Last.FM in some specific situations. Music 

recommendation services including context 

information are rapidly development and growth. In 

the future, we will find more similar services to 

compare with our system and improve our algorithms.  
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Table 8. The Proportion of users’ scenario choices 

Scenarios Numbers Percentage 

Emotion 16 27% 

Location 5 8% 

Location + Time 19 32% 

Emotion + Time 11 18% 

Emotion + Location 9 15% 

 

Figure 14. The Distribution of ratings compared with 

Last.FM 

5 Conclusion and Future Works 

The approach provided by the general music 

recommendation system is to recommend a playlist of 

songs by musical content or users’ preferences which 

may not match users’ needs according to their current 

contextual and emotional information. The aim of this 

paper was to propose an integrated method for music 

recommendations that takes context and emotion into 

consideration. Our context and emotion aware system 

for personalized music recommendation provides 

music listeners with a new way to search for music by 

contextual and emotional information, which most 

existing MRS do not support. The ultimate goal of this 

novel system is to integrate people’s everyday listening 

patterns, to enhance the accuracy and users’ 

satisfaction regarding music recommendations. Our 

contributions are as follows: (1) This paper suggests 

the direction and method for providing music 

recommendations. Our system includes contextual and 

emotional information simultaneously, which was not 

considered in previous studies. (2) We have verified 

that emotion and context are important concerns when 

people listen to music and our system has better 

accuracy than traditional benchmark methods when the 

information is combined with a collaborative filtering 

algorithm. (3) To the best of our knowledge, our music 

recommender is the first one to transform the 

nominally contextual and emotional data of music into 

numeric ones, which can improve the problem of 

sparse data. (4) To improve the cold start problem, our 

system will recommend the most common and 

acceptable music to users during the cold start phase. 

For future work, we will pursue the following 

research directions. (1) For music analysis, we will 

delve deeper into the relationship between music and 

emotion, align lyrics with audio, and learn more from 

users’ skipping behavior. These improvements can 

help our system to enhance the accuracy of 

recommendations and know more about users’ 

listening behavior. Consequently we can create a more 

intelligent playlist that matches users’ needs. (2) We 

will integrate our system with portable devices which 

can automatically obtain the contextual information 

and detect the user’s emotions by his/her body signals. 

With this improvement, we can provide a real-time 

music recommendation service based on the 

automatically detected contextual and emotional 

information of the user via his/her portable device. 
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