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Abstract 

To improve the accuracy and stability of existing 

methods to measure social relations in the Web, a novel 

model of relation measuring methods based on both a 

search engine and text analysis is proposed. The model 

measures the strength of social relations according to 

both the co-occurrence of two persons’ names in web 

pages obtained by a web search engine and the co-

occurrence of two person names in sentences of the text 

of web pages as found by text analysis. The formalized 

description of the model is then presented. To evaluate 

the effectiveness of the proposed model, the specific 

implementation of the model is presented in detail. 

Experimental results show that compared with existing 

methods only based on a search engine or text analysis, 

the relation weights obtained by the specific methods 

based on the proposed model are more accurate and 

stable. 

Keywords:  Web social networks, Social network 

extraction, Relation measuring, Search 

engine, Text analysis 

1 Introduction 

Extracting and analyzing social relations based on 

web information is one of the popular research topics 

in data mining and social network analysis [1-3]. One 

method to extract social relations is to automatically 

extract relations from various sources of information 

on the web such as web pages [5-6], web snippets [7], 

e-mail archives [8-9], paper citation information [10], 

schedule data [11] and relational databases [12]. These 

data sources are classified into two sorts by the range 

of people whose social relations can be extracted, (1) 

the sort covering information of people only in a 

specific field, such as paper citation information, 

schedule data, relational databases and so on, which 

can be used to measure social relations of a very 

narrow crowd with one or several types of specific 

relations; (2) the other covering a variety of people in 

different fields, such as web pages (including web 

snippets), e-mail archives, instant communication 

information, social graphs in Social Network Service 

(SNS) etc., by which social relations of persons in 

more fields can be measured. In the second sort, except 

web pages, these sources are not open to the public. It 

is very difficult to get enough data for social relation 

measurement from these data sources. Whereas web 

pages are open to the public. As long as persons’ 

names occur in the web, we can measure their social 

relations, no matter they are famous or not. 

This paper focuses on extracting social networks 

from web pages, which is named “web social network”. 

Most of existing related methods measure the weight 

of relations among persons by the co-occurrence 

coefficient metrics [4, 13-14]. The basic assumption is 

that the co-occurrence of name pairs in web pages 

indicates the strength of their relation. As this method 

does not take the relative position of two co-occurring 

names in web pages into account, redundant noise 

relations are often extracted [15]. Only few studies 

proposed methods to weight relations in web social 

networks based on the co-occurrence of person names 

in sentences or text sliding windows of web pages [15-

16]. The relation weights measured by this method are 

more accurate, however, only relations with strong 

weights can be extracted [15]. 

To improve the performance of relation measuring 

methods for extracting web social networks, we 

propose a novel sort of methods based on both web 

search engines and text analysis of web pages, and 

present a model to represent this sort of methods. To 

evaluate the effectiveness of the model, its specific 

implementations are presented in detail, including two 

kinds of relation measuring functions designing and 

two method instances on the function construction. The 

experimental results on names of stars and academic 

researchers show that compared with the typical 

methods only based on a search engine or text analysis, 

the designed methods based on the proposed model can 

measure the strength of relations in web social 

networks with better accuracy and stability. 

The remainder of this paper is presented as follows. 

Section 2 presents the related work. A novel relation 

measuring model and its formalization description are 

presented in Section 3. Section 4 presents the 
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implementation of the model in detail. In Section 5, we 

evaluate the established method instances on real 

names of individuals. We conclude the paper in the last 

section. 

2 Related Work 

Most existing methods to weight relations in web 

social networks are based on the co-occurrence 

coefficient metrics [4], which are computed by the 

count of co-occurring web pages for two names usually 

obtained by using a web search engine [13, 17]. Co-

occurrence coefficient metrics [18] include Matching 

coefficient, Mutual Information, Dice coefficient, 

Jaccard coefficient, Overlap coefficient, and Cosine 

coefficient. 

Many related works have used co-occurrence 

coefficient metrics to measure weights of relations 

among individuals [4, 13]. The systems Referral-Web 

[13] and FLINK [14] used Jaccard coefficient, the 

recall of relations extracted by which is not very high. 

Lee et al. [19] used Matching coefficient, which cannot 

accurately describe the relative closeness of relations. 

POLYPHONET [20-21] used Overlap coefficient, 

which compensates for the limits of Jaccard coefficient, 

but cannot precisely reflect the relative closeness of 

relations for the individual with the bigger occurrence 

frequency [22]. Reference [4] compared these metrics 

and the results show Overlap coefficient performs best. 

He et al. [22] and Canaleta et al. [23] compared all the 

metrics except Matching coefficient, and the results 

indicate that Cosine coefficient performs best and 

Overlap coefficient is better than Jaccard coefficient. 

For individuals in different fields or with greatly 

dissimilar occurrence frequency in web pages, the 

results of methods by using only one kind of metrics 

are usually relatively instable [24]. To compensate the 

deficiency of instable results of these methods, Jin et al. 

[24-25] and Matsuo et al. [26] used several metrics 

concurrently to reduce the difference of the relation 

number between different individuals. However, by 

these methods, a relation can only be extracted, yet, its 

strength can not be measured. 

Besides, the methods based on co-occurrence 

coefficient metrics neglect that contents in web pages 

are semi-structured, which may result in the extraction 

of redundant noise relations [15]. To improve this 

problem, Li et al. [16] measured the relation strength 

by the frequency of names co-occurring in sentences in 

web pages and blogs. Di et al. [15] used the co-

occurrence of names in sliding windows and beside 

coordinative conjunction words to measure relations. 

Relation weights obtained by these two methods are 

accurate. However, some relations with strong strength 

cannot be extracted, when not satisfying the strong co-

occurrence condition. Besides, only the retrieved top-

ranking web pages with names co-occurring are 

usually analyzed [16], which may lose some important 

co-occurrence information and reducing the recall of 

the extracting results. 

So existing methods can be grouped into two classes, 

one is based on a search engine, and the other is based 

on text analysis. The former can get a high recall of 

extracted relations, but may result in the extraction of 

redundant noise relations and the relation weights 

obtained by different metrics are not stable. The latter 

methods can get a relatively high accuracy, but may 

lose some important relations and most of the relations 

with an inadequately high weight. 

3 Relation Measuring Model: SETARM 

We draw on the advantages of two sorts of methods 

and propose a novel sort of methods, which measure 

relations in web social networks based on both search 

engines and text analysis. To describe methods of this 

sort in a unified form, we present a model, called 

Search Engine and Text Analysis based Relation 

Measuring model, abbreviated as SETARM model. 

The model can represent all the specific methods of the 

proposed sort measuring social relations on web based 

on both search engines and text analysis in a unified 

expression. 

Methods based on SETARM model first get the co-

occurrence of two names in web pages by using a 

search engine (referred to as web page co-occurrence), 

and then analyze the texts derived from the retrieved 

top-ranking web pages got in the first step to obtain the 

co-occurrence of names in sentences of web pages 

(referred to as sentence co-occurrence). The relation 

strength for the corresponding individuals is then 

calculated according to both the web page co-

occurrence and the sentence co-occurrence. Since the 

model takes into account both the name co-occurrence 

in the whole web pages and the name co-occurrence in 

intra-page close positions in some web pages, the 

relation strength for individuals measured by the model 

will be more accurate than that measured by only one 

of the two kinds of co-occurrence mentioned above. 

Referring to the architecture toward general social 

networks extraction from the Web using a search 

engine [24], the formalization of the SETARM model 

is described as follows. 

The weight of the relation between two individuals 

with names X and Y in a web social network is denoted 

as ( , )w X Y , which represents the strength of social 

relationship between them. f  denotes the relation 

measuring function used to compute the weight 

( , )w X Y  by the co-occurrence derived from web pages. 

We consider that the function f  can be generally 

denoted as: 

 ( , ) ( ( , ), ) [0,1]w X Y f X Y= Θ →S  (1) 

where ( , )X YS  is a 2-dimensional vector space 

1 2
( ( , ), ( , ))S X Y S X Y  to represent two sorts of methods to 
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measure the weight of the relation between X and Y, 

1
( , )S X Y  is one of the methods based on a search 

engine, and 
2
( , )S X Y  is one of the methods based on 

text analysis. For example, 
1
( , )S X Y  can be either 

Jaccard coefficient ( /
X Y X Y

n n
∧ ∨

), Overlap coefficient 

( / min( , )
X Y X Y

n n n
∧

), or Cosine coefficient ( /
X Y X Y

n n n
∧

) 

and so on, where 
X

n  and 
Y
n  respectively represent the 

number of hit pages yielded by a search engine for the 

query “X” and the query “Y”, and 
X Y

n
∧

 and 
X Y

n
∨

 

respectively represent the number of hit pages yielded 

by a search engine for the query “X AND Y” and the 

query “X OR Y”. 
2
( , )S X Y  can be the frequency of the 

sentences in which X and Y co-occur, or the number of 

the pages in which X and Y co-occur in one or more 

sentences. Θ  is a K-dimensional vector space 

1 2
( , , ..., )

K
θ θ θ  to represent parameters in the function f . 

The function f  calculates the weight ( , )w X Y  with the 

range [0, 1] according to the weight evaluated by the 

method 
1
( , )S X Y , the weight obtained by the method 

2
( , )S X Y  and the parameter vector Θ . Besides, in the 

model, if we use 
1
( , ) [0,1]w X Y ∈  and 

2
( , ) [0,1]w X Y ∈  to 

respectively represent the weight evaluated by the 

method 
1
( , )S X Y  and the weight obtained by the 

method 
2
( , )S X Y , then the higher the value of 

1
( , )w X Y  

or 
2
( , )w X Y  is, the greater the weight ( , )w X Y  calculated 

by the function f  is, that is to say, the relationship 

between the function f  and the weight 
1
( , )w X Y  or 

2
( , )w X Y  is a positive correlation. 

The model seems to be similar to the model of 

general social networks extraction from the web using 

a search engine [24], but the meanings of two models 

are completely different. The SETARM model are 

based on two sorts of relation measuring methods, the 

one based on a search engine and that based on text 

analysis. While the latter model based on different 

correlation coefficient metrics, which are all based on a 

search engine. And the measuring results on SETARM 

are from 0 to 1, which indicates the weight of a relation 

between two people, while the results on the latter 

model are 0 or 1, only indicating whether the relation is 

exist or not. The advantages of the SETARM model 

can be concluded as: (1) the measuring results can 

insure both a good recall and a lower influence by 

noisy pages of names co-occurring. (2) the results 

describe the relations more distinctly, which can 

differentiate the relation intensities for different person 

pairs. 

4 Implementation of Methods on 

SETARM 

To evaluate the effectiveness of the SETARM 

model, the implementation of specific methods based 

on the model is described in detail as follows, 

including the design of the function f  and the 

establishment of the methods 
1
( , )S X Y  and 

2
( , )S X Y . 

4.1 Relation Measuring Function Designing 

The design of the function f  is referring to multiple 

regression analysis in Probability and Statistics and 

goal programming in Operational Research. 

In statistical modeling, regression analysis is a 

statistical process for estimating the relationships 

among variables, especially a dependent variable and 

one or more independent variables. Multiple regression 

analysis is the type with two or more independent 

variables. There are linear and nonlinear relationships 

in regression analysis. When the independent variables 

are given, the general multiple linear regression model 

is: 

 
0 1 1

...

k k
y x xβ β β= + + + ,  

where, 
0

β  is a constant term, 
1
,...,

k
x x  are k  

independent variables and 
1
,...,

k
β β  are their regression 

coefficients. Nonlinear regression models include 

exponential functions, logarithmic functions, 

trigonometric functions, power functions, Gaussian 

function, and Lorenz curves. Among them, the power 

function is the best model to design the function of 

SETARM, as the relationship between the dependent 

variable ( f ) and each independent variable (
1
S ,

2
S ) is 

positive correlation in our model SETARM and 

dimensions of three variables are the same. The general 

power function model is: 

 
0

1

i

k

i

i

y x
β

β
=

= ∏ ,  

where, 
0

β  is a constant parameter, 
1
,...,

k
x x  are k  

independent variables and 
1
,...,

k
β β  are their regression 

coefficients. Both the linear regression model and the 

nonlinear regression model should be concerned when 

we design the function f of SETARM. 

Goal programming is a branch of multi-objective 

optimization, which in turn is a branch of multi-criteria 

decision analysis. It is an optimization programming. 

Goal programming is usually used to perform this type 

of analysis that is providing the best satisfying solution 

under a varying amount of resources and priorities of 

the goals. In this paper, we refer this thought of 

constraint solving to narrow the solution space of the 

goal function by constraint conditions step by step, and 

get the final solution of the function at last. 

We denote the weight 
1
( , )w X Y  calculated by 

1
( , )S X Y  as 

1
S , and the weight 

2
( , )w X Y  calculated by 

2
( , )S X Y  as 

2
S , then the steps to design the function f  

based on both the linear regression model and the 
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nonlinear regression model are as follows. 

Step 1: Design the basic expression of function f . 

There is a basic constraint in the SETARM model that 

the relationship between the function f  and 
1
S  or 

2
S  is 

a positive correlation, that is f  should satisfy the 

constraints of '

1 2 1 2
( , ) ( , )f S S f S S> , '

1 1
where S S>  and 

'

1 2 1 2
( , ) ( , )f S S f S S> , '

2 2
where S S> . We merge the 

similar terms in the linear model and different forms of 

the nonlinear model to one term and get the basic 

expression of function f f  as formula (2): 

 

1 2 0 1 2

0

( , )

. . , , ( , ) 0, 0

, 1

( , ) 0

i j

k

k

f S S S S

s t i j R i j i j

k K k

θ θ

θ θ

= +

∈ ≥ + ≠

∈ ≥

≥

∑

 (2) 

Step 2: Narrow the solution space of the expression. 

As the weights ( , )w X Y , 
1
( , )w X Y  and 

2
( , )w X Y , 

respectively calculated by f , 
1
( , )S X Y  and 

2
( , )S X Y , 

are all the weights to measure the same relation 

strength, the dimensions of ( , )w X Y , 
1
( , )w X Y  and 

2
( , )w X Y  should be the same to each other, that is the 

value of f , 
1
S  and 

2
S  are in the same dimension. That 

is to say the dimension of each item in formula (2) 

including 
0
θ  and every 

1 2

i j

k
S Sθ  should be the same with 

that of the value of f , 
1
S  and 

2
S . So 

0
0θ =  as it is an 

item without a dimension and 1i j+ =  to make the 

dimension of the item 
1 2

i j

k
S Sθ  is the same with that of 

1
S  and 

2
S . So the solution space of the expression of f  

is narrowed to the following form: 

 

1 2 1 2
( , )

. . , , ( , ) 0, 1

, 1

0

i j

k

k

f S S S S

s t i j R i j i j

k K k

θ

θ

=

∈ ≥ + =

∈ ≥

≥

∑

 (3) 

if we separate the items with 0i =  or 0j =  from 

1 2

i j

k
S Sθ∑ , then formula (3) can be equivalent to the 

following form: 

 

1 2 1 1 2 2 1 2

1 2

( , )

. . , , ( , ) 0, 1

, 3

( , , ) 0

i j

k

k

f S S S S S S

s t i j R i j i j

k K k

θ θ θ

θ θ θ

= + +

∈ > + =

∈ ≥

≥

∑

 (4) 

The formula (4) shows that the expression of f  

includes both the expression of the linear coupled 

combination of 
1
S  and 

2
S , 

1 1 2 2
S Sθ θ+ , and an infinite 

number of the expression of the nonlinear coupled 

combination of them, 
1 2

i j

k
S Sθ . 

To study the relationship between the function f  

and the single type of coupled combination of 
1
S  and 

2
S , we choose the single expression of the nonlinear 

coupled combination of 
1
S  and 

2
S , 

1 2

i j

k
S Sθ , and the 

expression of the linear coupled combination of them, 

1 1 2 2
S Sθ θ+ , as two typical solutions of f  on the 

conditions of different type of coupled combination of 

1
S  and 

2
S . 

(1) The function of the nonlinear coupled 

combination of 
1
S  and 

2
S : 

 

1 2 3 1 2

3

( , )

. . , , , 0, 1

0

i j

NLC
f S S S S

s t i j R i j i j

θ

θ

= ⋅ ⋅

∈ > + =

≥

 (5) 

if we let ' jθ = , then 1 'i θ= −  and the above 

expression can be equivalent to the formula (6). 

 

(1 ') '

1 2 3 1 2

3

( , )

. . 0 ' 1, 0

NLC
f S S S S

s t

θ θ
θ

θ θ

−

= ⋅ ⋅

< < ≥
 (6) 

(2) The function of the linear coupled combination 

of 
1
S  and 

2
S : 

 
1 2 1 1 2 2

1 2

( , )

. . ( , ) 0.

LC
f S S S S

s t

θ θ

θ θ

= ⋅ + ⋅

≥
 (7) 

Step 3: Deduce the range of the parameter value in 

the expression. There is another basic constraint in the 

model that the range of the value for f  is [0, 1], so the 

specific solutions 
1 2

( , )
NLC
f S S  and 

1 2
( , )

LC
f S S  should also 

satisfy the constraint, that is the inequalities 
(1 ')

3 1
0 S

θ

θ
−

≤ ⋅ ⋅  '

2
1S

θ

≤  and 
1 1 2 2

0 1S Sθ θ≤ ⋅ + ⋅ ≤  should be 

satisfied. Thus we can determined the domains of 

parameters 
1
θ , 

2
θ  and 

3
θ . 

(1 ') ' (1 ') '

3 3 1 2 1 2
(0 1) 0 1if S S S S

θ θ θ θ

θ θ
− −

≤ < ⇒ ≤ ⋅ ⋅ < ⋅ ≤ , that is 

1 2
0 ( , ) 1

NLC
f S S≤ ≤ , which dissatisfies the value constraint 

of f . Also 
3 1 2

( 1) ( 1)if S Sθ > ⇒ ∃ = = , (1 ') '

3 1 2
S S

θ θ

θ
−

⋅ ⋅  

3
1 θ= > , that is 

1 2
( , ) 1

NLC
f S S > , which also dissatisfies 

the constraint of the value of f . So 
3

1θ = . 

Similarly, 
1 2 1 1 2 2 1 2

(0 1) 0 1if S Sθ θ θ θ θ θ≤ + < ⇒ ≤ ⋅ + ⋅ ≤ + < , 

that is 
1 2

0 ( , ) 1
LC
f S S≤ ≤ , which dissatisfies the value 

constraint of f . Also 
1 2 1 2

( 1) ( 1)if S Sθ θ+ > ⇒ ∃ = = , 

1 1 2 2 1 2
>1 S Sθ θ θ θ⋅ + ⋅ = + , that is 

1 2
( , ) 1

LC
f S S > , which 

dissatisfies the value constraint of f . So 
1 2

1θ θ+ = . 

Besides, the constraint of 
1 2

( , ) 0θ θ ≥  should also be 

satisfied, so 
1 2

0 ( , ) 1θ θ≤ ≤ . 

In summary, the domains of the parameters 
1
θ , 

2
θ  

and 
3
θ  in (6) and (7) are 

1 2
1θ θ+ = , 

1 2
0 ( , ) 1θ θ≤ ≤  and 

3
1θ = . 

If we let 
2

θ θ= , then 
1

1θ θ= −  and the final 

expressions of two specific functions of f  are as 
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follows: 

 
(1 ') '

1 2 1 2
( , )

. . 0 ' 1

NLC
f S S S S

s t

θ θ

θ

−

= ⋅

< <

 

 (8) 

 
1 2 1 2

( , ) (1 )

. . 0 1

LC
f S S S S

s t

θ θ

θ

= − ⋅ + ⋅

≤ ≤
 (9) 

4.2 Specific Methods Establishing on 

SETARM 

To construct the method of measuring relations 

based on the function f , the methods 
1
( , )S X Y  and 

2
( , )S X Y  in the model must be determined after the 

design of the function f , as both of the methods 

1
( , )S X Y  and 

2
( , )S X Y  have several ways to measure 

relations. 

Among the basic methods based on a search engine, 

Cosine coefficient shows the best performance, and it 

can characterize the co-occurrence of names in web 

pages in a better way [22-23]. So we take Cosine 

coefficient as the method 
1
( , )S X Y . There are mainly 

three methods based on text analysis of web pages, 

including the frequency of the sentences with names 

co-occurring (referred to as “sentence co-occurrence 

frequency”), the number of the pages with names co-

occurring in one or more sentences (referred to as 

“sentence co-occurrence page number”), and the rate 

of the pages with names co-occurring in sentences in 

all the web pages with names co-occurring (referred to 

as “sentence co-occurrence page rate”). The first two 

methods ignore the number of the web pages with 

names co-occurring, which may result in that the 

weight cannot reflect the relative strength of relations 

objectively. So we choose the last one as the method 

2
( , )S X Y .  

Let ( )n X  and ( )n Y  respectively be the number of 

hit pages yielded by a search engine for the query “X” 

and “Y”. Let ( , )n X Y  be the number of hit pages for the 

query “X AND Y”, and let ( , )
t
n X Y  be the number of 

web pages with names co-occurring in one or more 

sentences, which is calculated according to text 

analysis of the whole hit pages for the query “X AND 

Y”. Then by the basic methods 
1
( , )S X Y  and 

2
( , )S X Y  

we have chosen, the formulas to calculate the relation 

strength between X and Y are as follows: 

 
1

( , )
( , )

( ) ( )

n X Y
w X Y

n X n Y

=

⋅

 (10) 

 
2

( , )
( , )

( , )

t
n X Y

w X Y

n X Y

=  (11) 

in formula (11), if the value of ( , )n X Y  is great, it is so 

time-consuming to extract and analyze texts from all of 

the retrieved web pages that it is infeasible to do text 

analysis and get the value of ( , )
t
n X Y . However, as it is 

well-known that the top M  search results yielded by a 

search engine are usually more accurate than the search 

results followed by the top M  results, and for example 

the value of M  is 100 for Google [27], it is reasonable 

to use the top search results to measure the relation 

weight between two persons, and many researchers 

have done text analysis on only the top M  search 

results rather than on the whole search results in web 

social network extraction [3-4, 28]. So we use the rate 

of pages with names co-occurring in sentences in the 

top M  web pages yielded by a search engine for the 

query “X AND Y” instead of the formula (11) to 

calculate 
2
( , )w X Y , and the corresponding formula is as 

follows: 

 
2

'( , )
( , )

min{ , ( , )}

t
n X Y

w X Y

M n X Y

=  (12) 

in formula (12), M  denotes the number of the top 

search results ranked by a search engine, and the top 

M  search results are relatively accurate in the hit pages, 

and for different search engines, the values of M  vary. 

'( , )
t
n X Y  denotes the number of pages with names co-

occurring in one or more sentences in the top 

min{ , ( , )}M n X Y  hit pages. 

So according to formula (8) and formula (9) of 

function f  and formula (10) and formula (12) of the 

basic methods 
1
( , )S X Y  and 

2
( , )S X Y , we can finally 

construct two specific methods to measure relation in 

web social networks based on the SETARM model. 

The expressions are as follows: 

1 ' '
'( , )( , )

( , ) ( ) ( ) , 0 ' 1
min{ , ( , )}( ) ( )

( , )
'( , )( , )

( , ) (1 ) , 0 1
min{ , ( , )}( ) ( )

t

NLC

t

LC

n X Yn X Y
f X Y

M n X Yn X n Y
w X Y

n X Yn X Y
f X Y

M n X Yn X n Y

θ θ
θ

θ θ θ

−

= ⋅ < <
⋅

=

= − ⋅ + ⋅ ≤ ≤
⋅

⎧⎪
⎪
⎪
⎪
⎪⎪
⎨
⎪
⎪
⎪
⎪
⎪⎪⎩

 

 

(13)
 

The relation measuring methods based on ( , )
NLC
f X Y  

and ( , )
LC
f X Y  are respectively referred to as the NLC 

method and the LC method. Both of them calculate the 

weight ( , )w X Y  based on the two kinds of co-

occurrence computed by Cosine coefficient based on 

the hits of a search engine and by the sentence co-

occurrence page rate derived from text analysis on the 

co-occurrence pages. The NLC method is the nonlinear 

coupled combination of two basic methods of Cosine 

coefficient and the sentence co-occurrence page rate, 

while the LC method is the linear coupled combination 

of them. Also the contributions of the two basic 

methods to the weight ( , )w X Y  are determined by the 

parameters 'θ  and θ  (referred to as contribution 

factors). The values of two contribution factors will be 

appropriately set by the experiments. 
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5 Experimental Results and Analysis 

In related works, there are still no standard data sets 

for the experiments to evaluate the results of the 

relation measuring method in web social networks. 

Researchers usually build their own data sets for their 

experiments and label the data sets manually, and then 

evaluate the effectiveness of their methods by 

comparing with the labeled results [3, 17]. 

5.1 Data Sets 

We deliberately choose names of two class as the 

test data. One class is names of Chinese stars with very 

high occurrence frequency. Google hits of these name 

pairs are normally about one hundred thousand. The 

other is names of Chinese academic researchers with 

relatively low occurrence frequency in web pages. 

Google hits of these name pairs are normally several 

tens. 

The data sets we built include four groups of names 

in Chinese, as shown in Table 1. The first two groups 

include ten entertainment stars and ten sports stars 

derived from the 2011 Chinese celebrities in the Forbes 

china site [29]. The third and fourth groups 

respectively contain ten academic researchers from 

seven Chinese universities and research institutions, 

whose names are derived from the program committee 

of two academic conferences [30-31]. 

Then we constructed four test groups, as shown in 

Table 2. Group A and Group B, are respectively 

derived randomly from the first two lines and the last 

two lines in Table 1, while for Group C and Group D, 

half of the names in four groups are selected randomly 

from the first two lines of Table 1, and other names are 

derived randomly from the last two lines of Table 1. 

Thus, names of Group A and B are respectively in only 

one field, while names of Group C and D are in two 

fields. 

Table 1. Four Groups of candidate data for the experiments 

Group Name list 

1. entertainment stars Jackie Chan, Andy Lau, Sally Wu, Lee Bing Bing, Zhang Ziyi, Zhao Benshan, 

Yimou Zhang, Jay Chou, Louis Liu, Jacky Wu 

2. sports stars Yao Ming, Roger Yi, Liu Xiang, Guo Jingjing, Li Na, Zheng Jie, Lin Dan, Ding 

Junhui, Zhang Yining, Liu Guoliang 

3. Chinese academic researchers in the fields 

of Process and Information Retrieve 

Yu Shiwen, Wan Xiaojun, Yan Hongfei, Bai Shou, Wang Bing, Shi Zhongzhi, 

Liu Ting, Che Wanxiang, Sun Maosong, Liang Xun 

4. Chinese academic researchers in the field 

of Database 

Tang Shiwei, Zhou Longxiang, Luo Xiaopei, Gao wen, Li Jianzhong, Zhou 

Lizhu, Du Xiaoyong, Meng Xiaofeng, Tang Changjie, Fan Ming 

Table 2. Randomly produced test data for the experiments 

Test data Name list Total number 

Group A Jackie Chan, Zhang Ziyi, Zhao Benshan, Yao Ming, Guo Jingjing, Zheng Jie, Ding Junhui 7 

Group B 
Yu Shiwen, Yan Hongfei, Bai Shou, Sun Maosong, Tang Shiwei, Luo Xiaopei, Meng 

Xiaofeng, Tang Changjie 
8 

Group C 

Jackie Chan, Yimou Zhang, Yao Ming, Guo Jingjing, Zheng Jie, Lin Dan, Zhang Yining, Yu 

Shiwen, Wan Xiaojun, Sun Maosong, Meng Xiaofeng, Tang Changjie, Du Xiaoyong, Fan 

Ming 

14 

Group D 
Zhang Ziyi, Zhao Benshan, Roger Yi, Ding Junhui, Yan Hongfei, Bai Shou, Shi Zhongzhi, 

Che Wanxiang, Liang Xun, Tang Shiwei, Luo Xiaopei, Gao Wen 
12 

 

5.2 Evaluation Methods 

To evaluate the effectiveness of our approach, we 

have asked five experts, who are famous academic 

researchers in the field of web social network in China, 

to manually label the strength of each relation in each 

test group. Each expert assigned a score of 0-4 to each 

relation according to the same criteria listed in Table 3. 

As we believe that it should be determined by all five 

experts and a relatively larger score labeled means the 

expert knows the relation well, the sum of five scores 

was used as the golden standard weight for a relation. 

Table 3. The labeled score and the corresponding 

closeness of relations 

Score Closeness of relations 

0 There is no relationship between two individuals. 

1 
The strength of the relationship between two 

individuals is very weak. 

2 
The strength of the relationship between two 

individuals is middle. 

3 
The strength of the relationship between two 

individuals is strong. 

4 
The strength of the relationship between two 

individuals is very strong. 
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To estimate the accuracy of the relation measuring 

results, researchers usually used the Pearson’s 

Correlation Coefficient (referred to as the correlation 

coefficient) to measure the correlation between the test 

results and the labeled results [3, 17]. The correlation 

coefficient of two random variables X  and Y  is 

calculated by the following formula: 

 
( , )

( ) ( )

Cov

D D

ρ =

⋅

XY

YX

X Y

 (14) 

where ( , )Cov YX  is the covariance of X  and Y , ( )D X  

and ( )D Y  are respectively the variances of X  and Y . 

The correlation coefficient between X  and Y measures 

their linear correlation, and when the value is larger 

than 0.5, the correlation of them is strong [32-34]. 

When we use the correlation coefficient to estimate 

the accuracy of results for a relation measuring method, 

X  and Y  are respectively the weights calculated by 

the method and the labelled one (that is the golden 

standard weights) of relations in the same web social 

networks. The stronger the correlation coefficient 

between them is, the closer two kinds of weights is. So 

the larger the correlation coefficient is, the more 

accurate the results of the method are. 

We use Average and Mean Squared Error (MSE) to 

measure the performance of each method. Average 

reflects the correlation between the results of the 

measuring method on different test group and the 

labeled results. MSE is the expectation of the square of 

the differences between the correlation coefficient on 

each group and the Average for one method, which 

reflects the change degree of the correlation coefficient 

of each method for different test groups.  

5.3 Procedures of the Experiments 

To evaluate the effectiveness of the SETARM 

model, we must compare methods NLC and LC with 

existing two kind of approaches. 

For the approaches based on a search engine, He et 

al. [22] and Canaleta et al. [23] have compared most of 

these approaches and the results indicate that Cosine 

coefficient performs best and Overlap coefficient is 

better than Jaccard coefficient. So we choose the better 

two approaches Cosine coefficient (referred to as 

Cosine) and Overlap coefficient (referred to as Overlap) 

as the compared methods in our experiments. 

There are mainly three methods based on text 

analysis. The sentence co-occurrence page rate method 

is better than the other two, the sentence co-occurrence 

frequency method and the sentence co-occurrence page 

number method, which has been discussed in section 

4.2. As the first one are proposed by this paper, we 

choose the better one of the latter two approaches, the 

sentence co-occurrence frequency method (referred to 

as CoocSentCnt), which is proposed in [16] and more 

relative with the basic text analysis method in NLC and 

LC, as the third compared method in our experiments. 

The results of all five methods are very dependent 

on the search engine adopted in the experiments. 

Google is one of the most influential and reliable web 

search engines [19], and many studies on web social 

network extraction or weighting relations from web 

pages select Google as the adopted search engine [4, 

13, 19]. So we chose Google as the only search engine 

used in our experiments. 

We carried out experiments on the four name groups 

in Table 2. For each group, we measured the relation 

weights of each name pair by all five methods and the 

steps are as follows. 

Step 1: Doing Google search and downloading web 

pages. For each name pair X and Y in the group, we 

used Google search API to respectively obtain the 

number of hit pages yielded by Google for the queries 

“X”, “Y” and “X AND Y”, and downloaded at most 

top 100 pages by the retrieved URLs for the query “X 

AND Y”. 

To avoid retrieving the web pages referred to a 

namesake rather than the test person, when searching 

for web pages with a name by Google, we added the 

keywords of his affiliation organization to the query 

keywords. 

Step 2: Extracting texts from downloaded web 

pages. We extracted texts from each downloaded 

pages and kept the original structure of the texts at the 

same time by using the document object model (DOM) 

tree, such as ‘<div>’ and ‘</div>’ are the original flags 

for a block in the DOM tree, and ‘\r\n’ is the end flag 

of a text paragraph. 

Step 3: Deleting reduplicate web pages. To avoid 

pages with same contents affecting the statistical 

results of name co-occurrence in sentences, we 

identified the reduplicate pages by the text similarity of 

web pages and deleted them. The remaining pages 

were regarded as the real top ranking M  pages.  

Step 4: Analysis on texts of web pages. We analyzed 

the text of each remaining page to count the number of 

pages with X and Y co-occurring in sentences and the 

frequency of sentences in which X and Y co-occur. 

We only analyze the paragraphs with names X and 

Y co-occurring in the texts, and detect sentences by the 

sentence end punctuations, such as periods, question 

marks and exclamation points in Chinese texts. 

Step 5: Measuring the weights of relations. The 

weights of relations of each name pair in the group 

were calculated by the above five test methods based 

on the results of Step 1 and Step 4. 

Step 6: Manually labeling the weight score of each 

relation. We asked five experts in the field to label the 

weight of each relation in the test group and computed 

the score sum for each relation, which is the golden 

standard weight of the relation. 

Step 7: Calculating the correlation coefficient for 

each method. At last, we computed the correlation 

coefficient between the weights obtained by each 
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method and the golden standard weights, and evaluated 

the performance of each method. 

5.4 Results and Analysis 

5.4.1 Experiments for the Parameters 

The methods NLC and LC both include a 

contribution factor, the parameters 'θ  and θ  

respectively, which determines the contributions of two 

basic methods on a search engine and on text analysis 

to relation measuring results, the relation weight of two 

persons. It is necessary to research which one of two 

basic methods is more influential to the social relation 

strength of two persons by co-occurrence of their 

names in web pages, and how to set the value of the 

factors. So we conducted some experiments on 

different values of each parameter to find the 

appropriate domains of them, which can ensure 

relatively high performance for NLC and LC. 

In the experiments, the parameter 'θ  of the NLC 

method was set to nine different values in (0, 1) by the 

formula (13), and the results of the method NLC with 

different value of 'θ  on four groups are listed in Table 

4. 

Table 4. Correlation coefficients between the results of NLC with different parameters and the labeled scores 

 ' 0.1θ =  ' 0.2θ = ' 0.3θ =  ' 0.4θ =  ' 0.5θ =  ' 0.6θ =  ' 0.7θ =  ' 0.8θ =  ' 0.9θ =  

Group A 0.407162 0.464163 0.525798 0.590914 0.657212 0.720898 0.776678 0.818501 0.841161 

Group B 0.368429 0.417788 0.465984 0.51042 0.548793 0.579549 0.602065 0.616487 0.623437 

Group C 0.686544 0.699842 0.713286 0.726856 0.740446 0.753737 0.765836 0.774066 0.769415 

Group D 0.352133 0.393511 0.435322 0.475855 0.513628 0.547587 0.577110 0.601903 0.621859 

Average 0.453567 0.493826 0.535098 0.576011 0.61502 0.650443 0.680422 0.702739 0.713968 

MSE 0.135986 0.121622 0.1079 0.096579 0.089691 0.088373 0.091343 0.094994 0.094779 

 

In Table 4, we present the correlation coefficients 

between the labeled results and the weights obtained 

by the method NLC with nine different values of 'θ  on 

each test group. And the last two rows are respectively 

the Average and MSE of the correlation coefficients of 

the method NLC with the same values of 'θ  on four 

groups. The average of all the correlation coefficients 

of the method NLC with various values of 'θ  on 

different groups is 0.60. 

In the experiments, the parameter θ  of the LC 

method was set to eleven different values in [0, 1] by 

the formula (13), and the results on four groups are 

listed in Table 5. 

Table 5. Correlation coefficients between the results of LC with different parameters and the labeled scores 

 0θ =  0.1θ =  0.2θ =  0.3θ =  0.4θ =  0.5θ =  

Group A 0.355192 0.440723 0.527328 0.610023 0.683509 0.7436 

Group B 0.313104 0.465411 0.548714 0.589568 0.609155 0.618473 

Group C 0.673296 0.710089 0.726644 0.733068 0.733479 0.734493 

Group D 0.311169 0.456564 0.537342 0.58042 0.604011 0.617501 

Average 0.41319 0.518197 0.585007 0.62827 0.657539 0.678517 

MSE 0.151199 0.111142 0.082123 0.061447 0.053962 0.060616 

 

 0.6θ =  0.7θ =  0.8θ =  0.9θ =  1.0θ =   

Group A 0.78833 0.818132 0.835145 0.842223 0.842162  

Group B 0.62273 0.624416 0.624764 0.624405 0.623682  

Group C 0.73131 0.728644 0.72582 0.723011 0.720303  

Group D 0.625543 0.630497 0.633627 0.636927 0.635633  

Average 0.691978 0.700422 0.704839 0.706642 0.705445  

MSE 0.070781 0.079559 0.085004 0.086996 0.087280  

 

In Table 5, we present the correlation coefficients 

between the labeled results and the weights obtained 

by LC with ten different values of θ  on each test group. 

And the last two rows are respectively the Average and 

MSE of the correlation coefficients of LC with the 

same values of θ  on four groups. The average of all 

the correlation coefficients of LC with various values 

of θ  on different groups is 0.64. 

From Table 4 and Table 5, we can see that both 

correlation coefficients of NLC and LC on each group 

are increasing with the parameters’ value growing. 

Also, the MSE are relatively small, when the 

parameters of NLC or LC are close to 0.5. That is to 

say, when the contribution factors of two basic 

methods in the weight of a relation is nearly equal, 

results of NLC and LC are the most stable. 

To get a relatively high performance, we can take 

the average performance of a method in the correlation 

coefficient as the benchmark. If the average correlation 

coefficients of a method with a certain value of the 
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parameter on each group can simultaneously reach or 

exceed the average performance of the method with 

different values of the parameter, we believe that the 

method with this value of the parameter tends to get 

relatively high performance in other data sets. By this 

basic opinion, according to the four correlation 

coefficients of NLC and LC with a certain value of the 

parameter on four groups in Table 4 and Table 5, the 

parameter 'θ  and θ  should be set as ' 0.5θ ≥  and 

0.4θ ≥ . 

5.4.2 Performances of Different Methods 

To compare the performance of different methods, 

we first calculate the average correlation coefficients of 

NLC with various values of parameter ' 0.5θ ≥  on each 

group, and the average correlation coefficients of LC 

with various values of parameter 0.4θ≥  on each 

group. The results are presented on the right two 

columns in Table 6. 

Table 6. Experimental results of different methods 

 Overlap Cosine CoocSentCnt NLC( ' 0.5θ ≥ ) LC( 0.4θ ≥ ) 

Group A 0.146361 0.355192 0.891162 0.76289 0.7933 

Group B 0.32405 0.313104 0.572483 0.594066 0.621089 

Group C 0.656903 0.673296 0.671954 0.7607 0.728151 

Group D 0.37003 0.311169 0.416131 0.572417 0.626248 

Average 0.374336 0.41319 0.637933 0.672518 0.692197 

MSE 0.183278 0.151199 0.172309 0.089607 0.072319 

 

In Table 6, in the left three columns are the 

correlation coefficients of the method on each group. 

The last two rows are respectively the Average and 

MSE of the correlation coefficients of each method on 

four groups. The comparison chart of the Average and 

MSE of each method on four test groups is shown in 

Figure 1. 

 

Figure 1. The comparison chart of the performances of 

five methods 

According to Averages in Figure 1, the 

performances of NLC, LC and CoocSentCnt, the 

methods based on text analysis, are obviously better 

than the performances of Overlap and Cosine, the 

methods based on a search engine. Moreover, the 

performances of NLC and LC are better than that of 

CoocSentCnt. That is to say, the results of NLC and 

LC are more accurate than other methods. According 

to MSEs in Figure 1, MSEs of NLC and LC are less 

than 0.1. It is obviously better than those of other 

methods which are more than 0.15 or even 

approximately 0.2. That is to say, the stabilities of 

NLC and LC are better than other methods. 

In conclusion, the results of the instance methods on 

the SETARM model are more accurate and more stable 

than those of the methods based on a search engine or 

text analysis.  

5.4.3 Performance Analysis 

The SETARM model measures the strengths of 

relations in web social networks according to both the 

weights calculated by the basic relation measuring 

method based on a search engine and the weights 

calculated by the basic relation measuring method 

based on text analysis. We analyzed that how either of 

these two basic methods and the way to combine the 

weights of two methods influence the performance of 

the SETARM model. 

The formula (8) and formula (9) show that both the 

parameters 'θ  and θ  are the contribution factors of the 

basic method 
2
( , )S X Y  (referred to as S2) for calculating 

the weight ( , )w X Y  by the function f , and the higher 

the parameters 'θ  and θ  are, the larger the contribution 

of the measuring results of 
2

S  is. The trends of the 

correlation coefficients of NLC and LC for four test 

groups changing with the varying of the parameters 'θ  

and θ  are respectively drawn in Figure 2 and Figure 3. 

The trends of the average correlation coefficients of 

NLC and LC for different test groups changing with 

the contribution factors of 
2

S  varying are drawn in 

Figure 4. To draw the whole changing trend of the 

correlations coefficients of NLC when the parameter 

' (0,1)θ ∈ , we add several special points of the 

correlation coefficients of NLC at ' 0θ =  and ' 1θ =  in 

Figure 2 and Figure 4. 
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Figure 2. Effect of the parameter 'θ  on the correlation 

coefficients of the NLC method 

 

Figure 3. Effect of the parameter θ  on the correlation 

coefficients of the LC method 

 

Figure 4. Effect of the contribution factor of 
2

S  on the 

average correlation coefficients of NLC and LC 

By Figure 2 and Figure 3, the changing the 

correlation coefficients of NLC and LC are not strictly 

synchronous for different test groups. However, the 

overall changing trends of these curves are consistent 

with each other. That is the correlation coefficients of 

NLC and LC for each test group are gradually 

increasing with the values of the parameters 'θ  and θ  

growing. Also by the average correlation coefficients 

of NLC and LC for different test data groups drawn in 

Figure 4, when the contribution factors of 
2

S , 'θ  and θ , 

are about 0.9, the average correlation coefficients of 

NLC and LC grows slowly and even become 

decreasing. These trends show that when constructing 

relation measuring methods based on the SETARM 

model, the greater the contribution factor of the 

weights of the basic method LC is, the more accurate 

the results of the measuring methods are, and the 

performance may reach the best when the contribution 

factor is approximately 0.9. 

According to the concept of the correlation 

coefficient in Section 4.2, when the correlation 

coefficient is larger than 0.6, the correlation between 

the results of the method and the labeled results is 

strong and the results of the method is relatively 

accurate. By Figure 2 and Figure 3, the correlation 

coefficients of NLC for all the four test groups achieve 

0.5 until the parameter 'θ  arrives at 0.46, while the 

correlation coefficients of LC for all the four test 

groups have reached 0.5 when the parameter θ  does 

not arrive at 0.2. It means that compared to the way of 

the nonlinear coupled combination of two basic 

methods, the way of the linear coupled combination of 

two basic methods can make the integrated method get 

relatively more accurate results when the contribution 

factor of the basic method 
2

S  is smaller for different 

test groups. That is to say the basic method 
2

S  can play 

a better role for the integrated method in the way of the 

linear coupled combination of two basic methods. 

Moreover, the Average of the correlation coefficient of 

LC is larger than that of NLC and the MSE of the 

correlation coefficient of LC is lower than that of NLC 

by the average performance shown in Figure 1. It 

shows that the weights calculated by the integrated 

method in the way of the linear coupled combination of 

two basic methods are more accurate and more stable. 

In summary, when constructing the instance of the 

method to measure relations in the Web based on the 

SETARM model, we should integrate the basic method 

based on a search engine and the basic method based 

on text analysis in the way of the linear coupled 

combination, and the latter one should play a more 

important role in the measured results. 

6 Conclusion 

Web pages are one sort of the various data sources 

on web to measure social relations. This paper presents 
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a general model of measuring social relations on web 

pages, named SETARM. From the experiments on the 

specific methods on the model, we can draw the 

following conclusions. First, the methods on SETARM 

can measure the social relation weights between 

persons, whose names appear in the web at a certain 

frequency, whether they are famous or not. Second, the 

relation weights calculated by the methods on 

SETAMR are more accurate and stable than existing 

typical methods only based on search engines or text 

analysis. At last, when measuring social relations by 

SETARM, the kind of basic methods on search engines 

and that on text analysis should be integrated in the 

linear way, and the latter should play a more important 

role on the relation weights. 

The SETARM model can be used to extract web 

social networks of various individuals and provide 

more accurate information of relations for a variety of 

applications on web social networks. Moreover, it can 

be used to measure the strength of relationships among 

other types of entities, which is our future work. 
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