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Abstract

The purpose of this paper is to investigate waiting times at banking firms to design a system to optimise the overall banking experience. Queueing analysis and queueing theory will be investigated and applied in order to improve customer experience whilst maximising profits. Different queueing strategies will be implemented using waiting time as a performance measurement. In order to find the most efficient solution the following queueing methods will be investigated: First in First out (FIFO), Last in First out (LIFO), Shortest Job First (SJF), Longest Job First (LJF), most profitable job first and priority queues. After investigation, design and simulation, queuing strategies will be implemented on a real world banking scenario whilst introducing banking traffic at different times of the day as well as disturbances such as tellers going offline. A practical design includes a Field Programmable Gate Array (FPGA) in order to simulate the banking scenario. The FPGA approach will provide a mobile solution for the optimization of queueing in a banking firm which could later be implemented in a banking firm for a better banking experience. Based on results obtained, the SJF method produces the best customer satisfaction, whilst most profitable job first queues maximizes profits.
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1 Introduction

Queueing is a very important study in modern day society and is presented within various fields from telecommunications to normal queuing at toll gates, dentist offices, banks and much more. A queue is formed when arrivals to a system exceed the number of requests the system can service per unit of time, thus when a system is congested it is said to contain a queue. Within this paper the system to be addressed will be in the context of a banking firm, where arrivals to the system is customers which need to be serviced in a timely manner to reduce waiting time whilst maximizing profits for the banking firm. The main research question to answer is if the time spent at banks could be improved if a queuing system is implemented. Important elements that needs to be defined in queueing theory is: arrival rate (λ), service rate (μ) and utilization (ρ) [1-2], where in the context of the banking scenario the arrival rate is the number of customers that arrive at the bank per unit of time. The service rate is the number of customers that is serviced per unit of time and the utilization is the efficiency of work performed by the banking system or in other words the arrivals divided by departures or serviced clients [3-4]. The system will not be effective when the utilization is more than one, since a utilization more than one indicates that the number of arrivals is greater than the number of clients serviced per unit of time.

When implementing queueing in an intelligent manner waiting times and customer satisfaction will be improved [5]. In order to improve queueing systems it must be understood in-depth and queueing theory is used to do this, which leads to a Queueing Management System (QMS). A QMS can be implemented to manage the efficiency of a queuing system, which is the objective researched within this paper. The relationship between customer service, efficiency and quality within a queueing system can be seen within Figure 1. A QMS will analyse system parameters and adapt the system accordingly.

![Figure 1. Quality of service](image_url)
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The paper is structured as follows. In Section 2, an overview of current methods and existing research is given. Section 3 describes the theoretical method used. In Section 4, the simulation results are discussed. Section 5 outlines a real world implementation as well as theoretical simulations. In Section 6, a practical design is introduced using an FPGA. Section 7 outlines the discussion of results whilst conclusions are given in Section 8.

2 Existing Research

Previous implemented methods has been researched to improve specific aspects of the banking environment. Using a remote and local service could provide the QMS with better performance [6]. Using an M/M/1 queue simplifies the modelling process [7]. The round-robin method of [8] will not be implemented, as customers need to be serviced in order, until successfully helped. It is known that queueing delay could have a negative impact on the performance of a system [9] thus different servicing models will be introduced into the system to measure performance improvements. There are implementations to improve service quality [10], efficiency of the tellers [10], the service time [11], and more recently the queue length and waiting time of the banking scenario [12]. In [10] and [11], software simulations are performed, but this paper will improve by adding hardware in the form of an FPGA as local element as in [6].

3 Method

A good every day example of a queueing system is a bank. It is thus chosen to investigate how using different servicing and scheduling methods will affect the efficiency of the overall waiting time and throughputs of the customers arriving and leaving the bank [13]. One important factor to form the basis of the implemented QMS is the fact that every customer will arrive at the bank requesting a specific banking service. Each service will have a different service time thus knowing the chosen banking service an informed decision can be made regarding the queue for the customer to follow. The main objective of this investigation is to see how a QMS can improve the efficiency of a bank when using queueing and scheduling techniques. The arrival times of the queueing system is dependent on the time of the day. This is chosen as a design parameter as it is known that banks are busier at certain times of the day as seen in Figure 2.

![Figure 2. Arrivals as the day progresses](image)

The servers in this scenario will be the cashiers in the bank. The maximum number of servers (m = 5) will not be available all the time. In Figure 2 the arrival rate is slow during certain times of the day thus there will be a minimum number of cashiers to serve the customers. A bank will have the highest arrival rate in the morning and at lunch time. To achieve optimal efficiency the maximum number of cashiers should be serving customers. As seen in Table 2.

<table>
<thead>
<tr>
<th>Time of the day</th>
<th>09:00-10:00</th>
<th>10:00-11:00</th>
<th>11:00-13:30</th>
<th>13:30-15:30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of servers</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

Changing the number of servers (m) will have an impact on the utilization as seen in (1).

$$\rho = \frac{\lambda}{m \mu}$$  \hspace{1cm} (1)

The average waiting time (W) including the probability of a number of (Q) customers in the system ($P_Q$) can be seen within (2).

$$W = P_Q \rho / \lambda (1 - \rho)$$  \hspace{1cm} (2)

Different scheduling methods will be implemented on the banking model. The effects of the scheduling methods will be measured by comparing the utilization,
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service rate and the average waiting time. The different methods are: FIFO, LIFO, SJF, most profitable job first and priority queues [15-17].

4 Simulation Results

In order to create a simulation to compare different scheduling techniques a trace file containing clients to visit the bank needs to be created. The trace file is created using an algorithm to generate random arrival and service times as seen in Figure 3 and Figure 4 and then grouping each customer into a specific banking activity using the classes defined in Table 1 [14].

![Figure 3. Process of creating the trace file](image)

![Figure 4. Process to read data from trace file](image)

The results will be obtained by averaging over a large number of random arrival iterations in order to get statistical valid data. 10000 iterations will be executed to collect the data. The results in Table 4, Table 5, Table 6 and Table 7, demonstrates the difference between the different scheduling techniques. These tables are assumed as optimal conditions, thus no faults or offline servers (cashiers). Within Table 3 the general performance measurements for the generated trace file can be seen. It should be noted that these results are also averaged results.

### Table 3. General performance measurements

<table>
<thead>
<tr>
<th>Property</th>
<th>Fast arrivals</th>
<th>Slow arrivals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrival time between customers (min)</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>Arrival rate (customers/min)</td>
<td>0.3364</td>
<td>0.0985</td>
</tr>
<tr>
<td>Arrival rate (customers/hour)</td>
<td>20</td>
<td>6</td>
</tr>
<tr>
<td>Service time (min)</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>Service rate (customers/min)</td>
<td>0.0666</td>
<td>0.0505</td>
</tr>
<tr>
<td>Service rate (customers/hour)</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Utilization (%)</td>
<td>100</td>
<td>39</td>
</tr>
</tbody>
</table>

Within Table 3, the performance measurements for fast and slow arrivals are defined to be 3 and 10 minutes between arrivals respectively. This is used to define the other variables within Table 3. Implementation of a FIFO queue will lead to a method where the customers are served in the order of arrival. This discipline is a normal queue with the results obtained in the simulation of the FIFO queue shown in Table 4 [15-17].

### Table 4. Simulation results for the FIFO queue

<table>
<thead>
<tr>
<th>Property</th>
<th>Fast arrivals</th>
<th>Slow arrivals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waiting time (min)</td>
<td>39.238</td>
<td>0.0279</td>
</tr>
</tbody>
</table>

A LIFO queue functions on the principle that the newest customer to arrive in the queue will be served first. This discipline serves customers from the back of the queue. The results for this method can be seen within Table 5 [15-17]. This will not be a viable solution for the banking scenario, because this will dissatisfy customers that entered the queue first [18].

### Table 5. Simulation results for the LIFO queue

<table>
<thead>
<tr>
<th>Property</th>
<th>Fast arrivals</th>
<th>Slow arrivals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waiting time (min)</td>
<td>39.48</td>
<td>0.0253</td>
</tr>
</tbody>
</table>

When comparing Table 4 and Table 5 it can be seen that FIFO and LIFO converges to the same results if enough averaging is applied. Waiting times for both methods converges to 39 minutes for fast arrivals, and 0.02 minutes for slow arrivals.

In the SJF queueing method the customers with the shortest job will be served first e.g. account statements. This discipline decreases the average service time but each customer’s reason for being in the bank has to be known in order to now their time within the bank. The results for the SJF method can be seen within Table 6 [15-17]. SJF is more efficient than FIFO and LIFO since the shortest jobs are serviced first saving overall time and improving overall customer satisfaction.

### Table 6. Simulation results for Shortest Job First method

<table>
<thead>
<tr>
<th>Property</th>
<th>Fast arrivals</th>
<th>Slow arrivals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waiting time (min)</td>
<td>24</td>
<td>0.025</td>
</tr>
</tbody>
</table>

The LJF queueing method functions that the customers with the longest job will be served first e.g. loans and new accounts. Each customer’s reason for being in the bank has to be known in order to now their time within the bank and the results for the LJF method is shown within Table 7 [15-17].

### Table 7. Simulation results for Longest Job First method

<table>
<thead>
<tr>
<th>Property</th>
<th>Fast arrivals</th>
<th>Slow arrivals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waiting time (min)</td>
<td>68</td>
<td>0.0264</td>
</tr>
</tbody>
</table>

The most profitable job first method functions on the concept that jobs that are profitable for the bank are serviced first. The activities and waiting times can be seen in Table 1. The order from most to least profitable activates in Table 1 is: 5, 4, 2, 1 and 3. The simulation results for the most profitable job first scheme is shown in Table 8 [15-17].
Table 8. Simulation results for most profitable job first

<table>
<thead>
<tr>
<th>Property</th>
<th>Fast arrivals</th>
<th>Slow arrivals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waiting time (min)</td>
<td>59</td>
<td>0.0263</td>
</tr>
</tbody>
</table>

The Priority queueing method functions that each service will receive a priority rating. The order of priorities from Table 1 is: 3, 4, 5, 1 and 2 but each customer’s reason for being in the bank has to be known. The simulation results for priority queues can be seen in Table 9 [11-12, 14].

Table 9. Simulation results for priority queues

<table>
<thead>
<tr>
<th>Property</th>
<th>Fast arrivals</th>
<th>Slow arrivals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waiting time (min)</td>
<td>66</td>
<td>0.0264</td>
</tr>
</tbody>
</table>

When comparing the results from Table 4, Table 5, Table 6, Table 7, Table 8 and Table 9, it can be observed that for optimal conditions the SJF method will have the shortest waiting times for fast and slow arrivals. The shortest waiting time in a queue will provide the highest customer satisfaction [18]. The most profitable job method will yield the most profit for the bank but sacrifices the waiting times as well as the customer satisfaction.

5 Real World Implementation and Simulation

Using the results from Table 4, Table 5, Table 6, Table 7, Table 8 and Table 9, a theoretical comparison can be made between the different queueing strategies [19-20], however a real world simulation should include disturbances in the banking model including: cashiers going offline (Table 2) and banking traffic deviations as described in Figure 2. The QMS should adapt to disturbances as in Figure 5.

Figure 5. Method for QMS to dynamically adapt to disturbances

The first disturbance introduced into the system is cashiers going offline as described in Figure 6. Fast and slow arrivals for different number of cashiers will be compared for all of the queueing models. It should be noted that cashiers and servers are an interchangeable term in the banking scenario.

Figure 6. Performance measurements for the banking model by iterating through the number of cashiers

Within Table 10 the performance of the FIFO, LIFO and the SJF queueing methods are compared to each other by varying the number of servers between 1 and 5 for slow and fast arrival rates. It can be observed that the SJF method is performing the best, this is due to the fact that the customers with the fastest banking activity is given a priority over the customers with longer banking activities to increase customer satisfaction. Within Table 11 the performance of the LJF, most profitable job first and priority queueing methods are compared to each other by varying the number of active servers between 1 and 5. The best customer satisfaction will be achieved if the bank implements the SJF method. Customer satisfaction is of utmost importance. At quiet hours the most profitable job first method can be used in conjunction with the priority queue method to boost profit, but the SJF method should be used if the arrival rate of customers are fast.

Table 10. Queueing methods performance measurements

<table>
<thead>
<tr>
<th>Method</th>
<th>Servers</th>
<th>Waiting time (min)</th>
<th>ρ</th>
<th>λ</th>
<th>μ</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIFO slow</td>
<td>1</td>
<td>87</td>
<td>1.00</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>15</td>
<td>0.91</td>
<td>0.10</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.5</td>
<td>0.65</td>
<td>0.33</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.2</td>
<td>0.49</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.02</td>
<td>0.39</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td>FIFO fast</td>
<td>1</td>
<td>156</td>
<td>1.00</td>
<td>0.33</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>122</td>
<td>1.00</td>
<td>0.33</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>91</td>
<td>1.00</td>
<td>0.33</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>63</td>
<td>1.00</td>
<td>0.33</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>39</td>
<td>1.00</td>
<td>0.33</td>
<td>0.07</td>
</tr>
<tr>
<td>LIFO slow</td>
<td>1</td>
<td>70</td>
<td>1.00</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>13</td>
<td>0.87</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.66</td>
<td>0.65</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.21</td>
<td>0.49</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.02</td>
<td>0.39</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td>LIFO fast</td>
<td>1</td>
<td>155</td>
<td>1.00</td>
<td>0.33</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>122</td>
<td>1.00</td>
<td>0.33</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>92</td>
<td>1.00</td>
<td>0.33</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>64</td>
<td>1.00</td>
<td>0.33</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>39</td>
<td>1.00</td>
<td>0.33</td>
<td>0.07</td>
</tr>
<tr>
<td>SJF slow</td>
<td>1</td>
<td>61</td>
<td>1.00</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>11</td>
<td>0.91</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>0.65</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.19</td>
<td>0.49</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.02</td>
<td>0.39</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td>SJF fast</td>
<td>1</td>
<td>172</td>
<td>1.00</td>
<td>0.33</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>82</td>
<td>1.00</td>
<td>0.33</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>58</td>
<td>1.00</td>
<td>0.33</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>38</td>
<td>1.00</td>
<td>0.33</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>24</td>
<td>1.00</td>
<td>0.33</td>
<td>0.07</td>
</tr>
</tbody>
</table>
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Table 11. Queueing methods performance measurements

<table>
<thead>
<tr>
<th>Method</th>
<th>Servers</th>
<th>Waiting time (min)</th>
<th>$\rho$</th>
<th>$\lambda$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LJF slow</td>
<td>1</td>
<td>113</td>
<td>1.00</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>22</td>
<td>0.91</td>
<td>0.10</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>0.65</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>0.49</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>0.39</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td>LJF fast</td>
<td>1</td>
<td>170</td>
<td>1.00</td>
<td>0.33</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>147</td>
<td>1.00</td>
<td>0.33</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>122</td>
<td>1.00</td>
<td>0.33</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>95</td>
<td>1.00</td>
<td>0.33</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>68</td>
<td>1.00</td>
<td>0.33</td>
<td>0.07</td>
</tr>
<tr>
<td>Most profit slow</td>
<td>1</td>
<td>100</td>
<td>1.00</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>19</td>
<td>0.91</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>0.65</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>0.49</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>0.39</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td>Most profit fast</td>
<td>1</td>
<td>160</td>
<td>1.00</td>
<td>0.33</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>129</td>
<td>1.00</td>
<td>0.33</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>103</td>
<td>1.00</td>
<td>0.33</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>82</td>
<td>1.00</td>
<td>0.33</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>39</td>
<td>1.00</td>
<td>0.33</td>
<td>0.07</td>
</tr>
<tr>
<td>Priority slow</td>
<td>1</td>
<td>112</td>
<td>1.00</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>21</td>
<td>0.91</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2</td>
<td>0.65</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>0.49</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>0.39</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td>Priority fast</td>
<td>1</td>
<td>170</td>
<td>1.00</td>
<td>0.33</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>147</td>
<td>1.00</td>
<td>0.33</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>122</td>
<td>1.00</td>
<td>0.33</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>95</td>
<td>1.00</td>
<td>0.33</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>66</td>
<td>1.00</td>
<td>0.33</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Figure 7 compares the waiting time for a slow arrival rate of the customers versus the scheduling method for the different number of servers. Comparing the results, it can be observed that LJF, most profitable job first and priority queues suffer with very long waiting times when the number of available servers are limited. If the number of servers are more than three the results converges to each other as no congestion occurs.

Figure 8. Waiting times for different queueing methods.

Another disturbance is introduced in Figure 9, where the number of clients arriving changes at different times of the day.

Within Figure 10 it can be seen that for any situation where the arrival rate changes the SJF queueing method is the most optimal method for a constant number of servers.

Figure 10. The time disturbance for each queueing method whilst also iterating the number of servers

The number of servers vary as the day progresses as can be seen within Figure 11. This disturbance is introduced as it is not necessary for full bank staff to be present at all times of the day. If such a scheme is used the bank will save money by not having staff work if they won’t be able to serve any customers.

Figure 11. Varying the number of cashiers.
Results obtained from simulating the performance measurements can be seen in Figure 12. The SJF method will have the shortest waiting time, whilst the LJF method will be the longest. Using the most profitable job first method produces roughly the same waiting time as other methods, but will adversely affect the customer satisfaction. Refer to Table 12 for the number of clients.

Table 12. The customers served for scheduling methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of Customers</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIFO</td>
<td>41.86</td>
</tr>
<tr>
<td>LIFO</td>
<td>39.79</td>
</tr>
<tr>
<td>SJF</td>
<td>39.84</td>
</tr>
<tr>
<td>LJF</td>
<td>36.91</td>
</tr>
<tr>
<td>Profit</td>
<td>37.75</td>
</tr>
<tr>
<td>Priorities</td>
<td>37.62</td>
</tr>
</tbody>
</table>

Figure 12. Comparing the different queueing methods to each other for real world implementation

As shown within Figure 5, the system should adapt if there is a disturbance to the effectiveness of the system. The QMS will provide adequate customer satisfaction whilst still making a good amount of profit, by taking into consideration the time of the day as well as the arrival rate of new customers to the bank.

The QMS should analyse the customer arrival rate and number of servers to optimise customer satisfaction and profits.

If the arrival rate is slow, leading to a low system utilization, the QMS should focus on optimising profits for the bank. This could be accomplished by serving high priority jobs first using the most profitable job first strategy. When the system utilization reaches a point where no balance exist between customer satisfaction and profits, the QMS should focus on customer flow.

Within Figure 14 it can be seen that the QMS will optimise the banking experience for customers while also trying to increase the profit for the bank. When looking at region A within Figure 14 it can be observed that customer waiting times are really short. This indicates a slow arrival time and the system optimises for most profit. When the waiting time rises as seen within part B in Figure 14 the QMS will detect that customer satisfaction may be at risk. Within part C the QMS adapts the system to reduce the customer waiting times. This will in turn decrease the profit but a balance between waiting time and profit will be found.

Figure 13 compares the waiting time and the number of customers served for each scheduling method. The FIFO and SJF methods serves the same amount of customers. The SJF method will serve the most customers.

Figure 13. Waiting time and number of customers for each method

As shown within Figure 5, the system should adapt if there is a disturbance to the effectiveness of the system. The QMS will provide adequate customer satisfaction whilst still making a good amount of profit, by taking into consideration the time of the day as well as the arrival rate of new customers to the bank.

The QMS should analyse the customer arrival rate and number of servers to optimise customer satisfaction and profits.

If the arrival rate is slow, leading to a low system utilization, the QMS should focus on optimising profits for the bank. This could be accomplished by serving high priority jobs first using the most profitable job first strategy. When the system utilization reaches a point where no balance exist between customer satisfaction and profits, the QMS should focus on customer flow.

Within Figure 14 it can be seen that the QMS will optimise the banking experience for customers while also trying to increase the profit for the bank. When looking at region A within Figure 14 it can be observed that customer waiting times are really short. This indicates a slow arrival time and the system optimises for most profit. When the waiting time rises as seen within part B in Figure 14 the QMS will detect that customer satisfaction may be at risk. Within part C the QMS adapts the system to reduce the customer waiting times. This will in turn decrease the profit but a balance between waiting time and profit will be found.

Figure 14. Waiting time vs. profit

When the maximum number of cashiers are not available, a disturbance is crated. The system should adapt using different scheduling algorithms to find the ideal solution for the bank.

The results are shown in Figure 10. The waiting time will exponentially increase as the number of cashiers is decreases but using the correct scheduling method the bank can still serve the customers or make a profit.

6 Design

A practical implementation to improve banking systems will be implemented. For mobility and to design a QMS, an FPGA will be used. An FPGA is ideal since it offers performance and reliability which is ideal for banking scenarios. It is chosen to use the Altera DE1 development board as simulation platform.

The FPGA system will communicate with the user through a terminal program on a computer. The FPGA communicates to the computer using the RS-232 interface. A trace file containing simulation data will be generated in order to produce results as seen in Figure 15.
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Figure 15. FPGA implementation of QMS

Random data is generated and will be copied into the block diagram as shown within Figure 16. The random data will be converted to binary and transmitted over the data busses. Transmission only occurs when Trigger is active high. The contents of the data busses are given in Table 13.

Table 13. Data bus descriptions

<table>
<thead>
<tr>
<th>Bus</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data1</td>
<td>Arrival time</td>
</tr>
<tr>
<td>Data2</td>
<td>Service time</td>
</tr>
<tr>
<td>Data3</td>
<td>Banking activity</td>
</tr>
</tbody>
</table>

The block diagram in Figure 17 is used to select the scheduling method to use for a specific simulation. This is done using switches on the FPGA development board. The “S1_data_out” to “S5_data_out” is the service time remaining for each of the five servers. The “Queue_out” and “Queue_data_out” contains the data for each of the customers waiting in the queue.

Figure 16. Random generator data import

The different block diagrams must be connected together to produce the final hardware simulation platform on the FPGA development board. This can be seen within Figure 20.

Figure 17. Simulation selection block diagram

The block diagram within Figure 18 is used to convert the data from the block diagram within Figure 17 into American Standard Code for Information Interchange (ASCII) values that will be sent through the RS-232 serial interface to be displayed on a terminal program on a computer.

Figure 18. Output converter block diagram

The contents from the data bus in Figure 18 will be transmitted using the transmitter block in Figure 19. The RS-232 pin is connected to the “TxD” pin and the baud rate is set as a parameter.

Figure 19. Output converter block diagram

Figure 20. Full simulation system block diagram
The current design allows for the FPGA implementation to simulate the QMS for a banking environment.

7 Discussion

The results within this paper is obtained by averaging over 10000 iterations of random numbers. The results could be improved if more iterations are presented, also the current implementation takes into account a single day. In the reality banking traffic should be monitored for each day of the week in order to produce a better simulation. The implications of this study could be used to improve banking models if a real-time FPGA implementation should be designed. Limitations presented with the current simulation model include that only a few queueing strategies are implemented. This gives an opportunity for future research of how other queueing methods would affect the waiting time. Given the practical limitation to only simulate the banking model, future work allows for a practical implementation that could be designed that take into account users as they arrive at the bank, sorting them into the correct queue, regarding the appropriate queueing strategy relating to their reason for visiting the bank.

When implementing this in a bank, different scheduling methods may be used according to the requirements of the bank. Previous implemented methods focussed on service quality, service time and efficiency of the tellers.

The main focus for a bank is to achieve customer satisfaction and obtain a profit. To be able to implement the scheduling methods for a banking scenario, the bank has to be remodelled by the management to include a machine to allocate tickets to customers and remove the normal queueing system for the bank. When the bank has been remodelled, different scheduling methods can be implemented to optimise the bank.

8 Conclusion

Using different scheduling methods it is concluded that a queueing system for a bank can be improved. The different scheduling methods implemented in this paper, each has its own functionality. The FIFO method serves the highest amount of customers, the LIFO method will have the shortest waiting time for slow arrivals, but dissatisfy customers. The SJF method has the shortest waiting time and highest customer satisfaction, priority queueing and most profitable job first can be implemented to boost profits of the bank.

The SJF method should be implemented at peak hours, while the most profitable job first scheme should be implemented at off-peak hours.

The overall conclusion is that using the queueing methods listed in this paper will reduce waiting time and improve customer satisfaction, whilst improving profits for a banking firm. Future research includes different queueing strategies and a real-time practical implementation.
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