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Abstract 

Interaction among components leads to the 

complication of a service system. In order to satisfy the 

consults between users and service providers to get the 

relation between upper targets and lower objectives, 

Services Level Agreement (SLA) translation is 

introduced. Previous works often introduce a state-space 

approach for devices in SLA translation. But little work 

has been carried out in extending the SLA translation 

towards the service composition. In this paper, based on 

the state-space Formulation to model the complex service 

system, we present a service component framework to 

optimize resource allocations. In particular, we propose a 

clustering analysis method, which effectively reduces the 

analyzing cost, to integrate the variables of service 

composition. We characterize and analyze the service 

component to obtain the ranges of their variables meeting 

SLA, which can be used to conduct resource allocations 

optimization. A comprehensive set of experiments is 

finally carried out to demonstrate the effectiveness and 

efficiency of our proposed approach. 

Keywords: SLA, Service composition framework, State-

space approach, Cluster analysis 

1 Introduction 

Service Level Agreements (SLAs) are formalized 

contracts between service providers and service 

consumers that are used to define quality of service 

(QoS) properties [1-2]. And technologies have been 

created to support autonomous establishment and 

maintenance of service level agreements in order to 

guarantee end-to-end quality of service requirements 

[3-5]. SLAs will guarantee QoS for the customers in 

SLA commitment contract, and they can simplify the 

process of negotiation between service consumers and 

service providers.  

The target Service Oriented Architecture (SOA) 

consists of four main layers [6], namely Operational 

Resources, Software Components, Business Services 

and Business Processes. Because there are different 

criteria for different layers, the translation of standards 

and parameters through a hierarchy or from one level 

to another level in a multi-layered SOA environment 

are called SLA translation [7-8]. It is known as SLA 

decomposition to convert Service Level Objectives 

(SLOs) of high-level to policy/system threshold of 

lower levels, and the results of these translations can be 

used to design system and monitor system [9]. How to 

implement the behavior above is one of the major 

problems of the SLA translation research.  

SLA translation methods mainly include three 

categories: a method based on knowledge and rules, a 

method based on the queuing analysis model and a 

method based on statistical learning. The first one is 

mainly used in network, which is difficult to be built 

and managed, and the method cannot adapt to changes 

in the system very well. The second one adopts the 

queuing network model. Analytical performance model 

is a powerful mathematical tool, but it is limited in 

practical ways as a result of its simplified assumptions. 

The third method is based on statistical learning 

probability model of reasoning. Cohen et al. [10] have 

used reasoning probability model to get the 

relationship between system level merits and SLOs. 

High level targets include transaction throughput and 

response time, etc. Statistical methods such as 

Bayesian network is better than queuing network 

model. The smaller domain knowledge and black box 

method they deployed can be widely used for handling 

conversion problems between the layers. 

Multiple devices are needed to accomplish a service, 

and the service system becomes complicated due to the 

interaction of equipment. In order to optimize 

resources and services, we introduce SLA translation 

based on service compositions to analyze the factors of 

implement of services and affection of the QoS, as well 

as quantification of the affects. Kumar et al. [9] 

proposed a kind of low-level extracted from top target 

index method based on TAN. They deployed state-

space modeling the complicated system. In particular, 

they divide the state-space variables by equipment, and 

just analyze each device variables meeting SLA. 

However, they omit the relationship of variables 

associated with service compositions, which is 

significant for the resource and service optimization. 
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We integrate different variables, which are completing 

one service into a service component, with the help of 

service composition. By achieving the translation of 

SLA, we can obtain scopes of the service component 

variables meeting SLA to determine the relationships 

among variables. Since it will take high energy 

consumption to discover relationships among the 

variables by analyzing the whole system without any 

refinement, we refine the whole system into service 

components as the sub-spaces. Further, we characterize 

the sub-spaces and estimate the factors which affect the 

system performance. 

The contributions of this paper can be summarized 

as deploying the SLA translation method based on a 

state-space approach in terms of service composition. 

In this paper, we integrate variables for each service 

component. And we take a data analysis for each 

service component and extract the target of the service 

component level which matches high-level metric. 

The rest of the paper is organized as follows. We 

first introduce something related to solve our problem 

in Section 2. In Section 3, we will describe the overall 

framework about our system. The main arithmetic is 

used to handle the specific questions in Section 4. And 

then Section 5 is dedicated to get the component SLO. 

Experimental evaluation is given in Section 6, 

followed by conclusion in Section 7. 

2 Related Work 

A customer is more inclined to request a statistical 

bound on its response time than an average response 

time. Therefore, Xiong et al. [11] have been concerned 

with a percentile of the response time that characterizes 

the statistical response time. And more users tend to 

ask the response time could meet the SLA. At the same 

time, the majority of users focus on the situation of 

every type of service components meeting SLA. 

During the study, therefore, we need to get 

decomposition of SLA requirements from the whole 

system SLA, and the SLA requirements are for all 

kinds of service components. Service components 

performances are monitored in the process of running. 

Cohen et al. have considered a more sophisticated 

approach based on statistical modeling and inference to 

construct these signatures [12]. They have presented a 

method that successfully clusters system states 

corresponding to similar problems. And we also 

considered sophisticated approach to solve our 

problems. So we deploy Fuzzy Clustering Analysis 

Method based on Variables to integrate service 

variables, and analyze service SLA translation in terms 

of a service component. It is different from previous 

research on service property analysis. Most of the 

existing approaches deal with a small subset of system 

and application level metrics, we focus on service 

components. 

Currently, many approaches are provided to solve 

the problem of managing server energy and operational 

cost. Chen et al. [13] have proposed formalism to this 

problem, and three new online solution strategies based 

on steady state queuing analysis, feedback control 

theory, and a hybrid mechanism borrowing ideas from 

these two. These solutions are adaptive to workload 

behavior when performing server provisioning and 

speed control than earlier heuristics towards 

minimizing operational costs while meeting the SLAs. 

Meanwhile, one of the most interesting challenges 

introduced by web services is represented by Quality 

of Service (QoS)-aware composition and late-binding. 

They have showed that QoS-aware composition can be 

modeled as an optimization problem. Gerardo et al. [14] 

have adopted Genetic Algorithms to this aim. Facing 

the similar target of resource optimization, a variant of 

the Bayesian network called Tree Augmented Naive 

Bayes or TANs is used to probabilistically model the 

system state space [15]. It completes the SLA 

translation to get the lower level objectives. We deploy 

statistics analysis to acquire the high accuracy in data. 

Compared with naive Bayes classifier, a classic 

neural network model prediction effect classifier 

(based on RBF and Euclidean distance) produces low 

classification accuracy around 80% [16] about 

variables belonging to the set meeting SLA or the set 

not meeting SLA. Based on neural network learning 

algorithm, how to improve the learning performance of 

neural networks is currently an important research 

problem [17]. With the help of Tree Augmented Naive 

Bayes, we can improve the classification accuracy, but 

statistical methods have strict requirement for input 

data. 

In SOA environments, service providers need to 

comply with the service level objectives to satisfy the 

contracts with customers while minimizing the 

resource costs. The problem has been formalized by 

using system identification and control theory. And 

control-oriented system identification approached is 

promising to model the system with great incoming 

workload changes in business. Linear Parameter 

Varying (LPV) state space system identification 

algorithms [18] are analyzed for modeling web 

services system.  

State space method assumes that the evolution being 

studied of the system over time can be determined by a 

non-observation vector sequence, accompanying with a 

sequence that can be observed, and the relationship 

between them can be identified through the state-space 

model [19]. The target of state-space analysis is to 

infer about the nature of the unobservable variables 

from the observation sequence. The state of a system 

(such as Vi, moment i = 1, 2, 3,…) can be defined as 

binding appropriate values of variables, which is 

included in the set V. For a system or device, a 

measure or influencing metric or factor can be modeled 

into a state-space variable. 

Violations of service level objectives (SLO) in 
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Internet services are urgent conditions requiring 

immediate attention. In this system, we implement 

system SLA conversions to get the scopes of 

component SLA. When meeting the SLA violation, the 

sub_model can adjust itself to remove the SLA 

violation. A similar method was adopted by Steve 

Zhang et al. They previously explored an approach [20] 

for identifying which low-level system properties were 

correlated to high-level SLO violations. For solving the 

problems, their approach was based on automatically 

inducing models from data using pattern recognition 

and probability modeling techniques. And then, they 

also showed that the ensemble of models captures the 

performance behavior of the system accurately, which 

to analyze the possible cause of the performance 

behavior. Compared with the method of pattern 

recognition and probability modeling in [20], we 

analyze the system in the view of state space, it can 

reveal the relationship between the inner variables and 

the outer variables better, and may find the unknown 

crucial character. The system is easier to be observed. 

It doesn’t improve the complexity of system model 

when the amount of state variables, input variables or 

output variables are increasing, in other words, it is 

more controllable. 

3 Overall Framework 

The whole problem can be divided into four steps to 

get the service component level targets from the whole 

system. Firstly we will model the system and define 

SLA for the system. System space can be denoted by 

using a set with n variables [21], such as V={v1, …,vn}. 

We can use a sub_set VΦ to decide whether the system 

is conforming to SLA or not, and VΦ is a set whose 

variables are in running condition. 

The system SLA can be defined as a set with m 

SLOs [15] of service components. Each SLO is 

denoted by a tuple (oi, Vω(i)). oi means the objective 

criterion of each service component needed, Vω(i) is a 

set containing the variables and their states whether 

they meet the standard or not. ω(i) is mapping from the 

objective to variables of VΦ. So the SLA can be 

expressed by the formulation: 

 1 (1) ( ){( , ), , ( , )}
V m m
L o V o V

ϕ ω ω
= �  (1) 

And Eq. (2) can tell if the whole system conforms to 

SLA by judging all service components. If f (oi, Vω(i) ) 

returns true, it means values of Vω(i) corresponding the 

objectives, or opposite. 

 ( )
1

( ) ( , )
m

V i i
i

F L f o V
ϕ ω

=

= ∧  (2) 

In large and complicated enterprise system, it is a 

little hard to study the variables of VΦ, so we simplify 

the question in sub_models with SLOs. In this case, 

each SLO can also be divided into independent 

objectives of independent variables. We can apply the 

following expression Eq.(3) to represent SLO(oi, Vω(i)), 

i=1, ..., m. 

 
' '1 (1) ( )

{( , ), , ( , )} ( )i i

k k
SLO o V o V SLA V

γω ω
⊂�  (3) 

SLA(Vγ) is the targets of set Vγ and Vγ is the set 

containing the independent variables. As Eq. (4) 

showing, only when all variables are meeting the 

objectives we defined, the whole service component is 

satisfying the component SLO. 

 
'( ) ( )1

( , ) ( , )
k

i

i i j jj
f o V f o V

ω ω
=

= ∧  (4) 

Component level objectives essentially depend on 

the value ranges of variables in set Vγ with SLA VΦ in 

condition of V running state. This paper can evaluate 

all variables in set V, set VΦ with SLA, and sub-space 

set Vγ having the variables easy to control. After 

confirming these variables, an enterprise system can 

use our approach to monitor the system variables, 

partition the variables by devices and integrate them 

into the service components by service compositions. 

Just as the figure 1 showed: 

After defining SLA, we partition the state-space by 

service components, as shown in Figure 1. We 

integrate the corresponding space variables into a sub-

space according to the similarity between variables in 

service composition. And then a sub_model is 

established for the sub-space to be analyzed according 

to Bayesian probability model. Based on the above 

works, we calculate the sub_SLA. 

As for the partitioning by devices, we just simplify 

the question and record it in a set D that will be 

explained in Section 4. Main works focus on integrating 

variables of service composition and probabilistic 

system modeling analysis in the following section. 

Based on the upper level SLA metrics, we get allowed 

ranges of variables to show the relationship between 

one variable and another. The above formulations are 

used to restrain the designed system meeting SLA. 

Meanwhile, we will adjust sub_models under the 

condition of making the whole system meeting SLA 

constantly when SLA violations turn up or the 

sub_models need changes. 

4 Main Arithmetic 

All involved devices are recorded in a set D (d1,…, 

dp), p is the number of devices, dp is one device we 

need to monitor. We put corresponding variables into 

sub_spaces by each device, and apply a tuple (vi, dj) to 

record every state variable. The tuple is representing 

that the variable vi belongs to device dj. This step can 

be one aspect to guide resource provisioning and 

deploying to gain the best exploitation, but this works 

would not be done in my paper. Then we use 

corresponding algorithm to integrate related variables 
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of one service component and build the sub-space 

model. 

4.1 Service Component Variables Integration 

Spatial data mining seeks to discover meaningful 

patterns from data where a prime dimension of interest 

is geographical location. A novel variable resolution 

approach [22] has been presented to cluster discovery 

which acts in the first instance to define spatial 

concentrations within the data thus allowing the nature 

of clustering to be defined. In PLS approach [23], it is 

frequently assumed that the blocks of variables satisfy 

the assumption of unidimensionality. In order to fulfill 

at best this hypothesis, they use clustering methods of 

variables. Fuzzy Clustering Analysis Method based on 

Variables (FCAMV) [24], the method integrates every 

variable one service composition related according to 

the similarity between the state variable and another. 

Now we define one state variable as vj є VΦ, as the 

following: 

 
1 2

( , , , ), 1, 2, ,
j j j mj

v x x x j n= =� �   (5) 

Here, xij represents the value that the variable gets in 

i second. The cosine of vi and vj can be used as 

similarity coefficient, as shown in Eq. (6). But before 

using the similarity coefficient to calculate the 

similarity between one variable and another, the values 

of variables are needed to be done with normalizing 

process, just as Eq. (7) and Eq. (8) showing. Eq. (7) is 

for a nominal variable or an ordinal variable, and m is 

the number of monitored values of one variable. Eq. (8) 

is for interval-scaled variables. They are normalized by 

the rate between the different distances to the 

minimum. 

 ij ki kjr x x= ⋅

2 2
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  (8) 

As for our question, some variables we monitored 

are continuous variables as time is changing, such as 

the search depth. The ranges of their values are 

continuous and there is a maximum value and a 

minimum value, so they should be calculated by Eq. 

(8). But for other variables, they can be calculated by 

Eq. (7), because their values are discrete. 

If having calculated every statistic rij (i=1,2,…,n, 

j=1,2, …,n) for the variables, the similarity relation R 

of state-space V is ascertained, as denoted by Eq.(9). n 

is the number of the variables in V. 
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  (9) 

And then we need deploy transitive closure to 

construct Matrix equivalence: 

 2 4 2 ( )
k

R R R R t R→ → → → =� , k=1, 2, … (10) 

The Eq. (10) shows that a value of k will make the 

set R are an equivalent matrice, which is used to 

classify the variables set VΦ. The matrix of fuzzy 

similar relation R must be a fuzzy equivalence relation. 

The variables are classified in accordance with Rλ, and 

λ gets value from [0, 1]. The clusters will differ with 

different λ. The work makes our question have 

different particle-sizes for space partition. 

Consequently, we set λ a appropriate value to integrate 

the variables into several clusters, and we adopt one as 
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the subspace Vσ. In other words, more related variables 

will be more possible to be in the cluster. 

For example, the method FCAMV is used to 

evaluate a small-sized service system. Through an 

analysis about service performance variables, services 

attributes field consists of Accuracy, Cache refresh 

time and so on. We use these attributes to form an 

attribute set AU, AU= {Accuracy, Cache-refresh-time, 

Searching-depth, Distribution-server, Response-time, 

Throughput, Concurrent-users}. In other way, AU={x1, 

x2, x3, x4, x5, x6, x7}. After determining the theory 

domain and putting the records of all variables into a 

data matrix, we count on Eq. (7) and Eq. (8) to 

normalize the data, so that all kinds of variables can be 

calculated together. 

The similarity relation R can be got by Eq. (6) and 

Eq. (9): 

 

1.00 0.63 0.71 0.65 0.73 0.68 0.78

0.63 1.00 0.79 0.88 0.68 0.78 0.66

0.71 0.79 1.00 0.79 0.79 0.76 0.70

0.65 0.88 0.79 1.00 0.80 0.87 0.75

0.73 0.68 0.79 0.80 1.00 0.84 0.89

0.68 0.78 0.76 0.87 0.84 1.00 0.82

0.78 0.66 0.70 0.75 0.89 0.82 1.00

R

⎡

=

⎣

⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥

⎦

  

We need to apply transitive closure to construct 

equivalence matrix t(R): 

 2 4( )t R R R= =   

Here it is a transitive closure approach to solve the 

cluster question, and we can also adopt maximal tree 

[25]. But we just use one of them to handle our 

problems. 

 

1.00 0.78 0.78 0.78 0.78 0.78 0.78

0.78 1.00 0.79 0.88 0.84 0.87 0.84

0.78 0.79 1.00 0.79 0.79 0.79 0.79

( ) 0.78 0.88 0.79 1.00 0.84 0.87 0.84

0.78 0.84 0.79 0.84 1.00 0.84 0.89

0.78 0.87 0.79 0.87 0.84 1.00 0.84

0.78 0.84 0.79 0.84 0.89 0.84 1.0

t R =
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⎡ ⎤
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⎢ ⎥
⎢ ⎥
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After these works, we set up different values of 

threshold λ to get different clusters, as the Table 1 

shows. 

Table 1. Clustering result 

λ value [0,1] Variables of the cluster 

0.78  {x1, x2, x3, x4, x5, x6, x7} 

0.87 {x2, x4, x5, x6, x7} 

0.88 {x5, x2, x4, x7} 

0.89 {x5, x7} 

 

 

We know that the cluster includes all variables when 

the value of λ is a value from 0 to 0.78. And when the 

value of λ is 0.89, the cluster just contains x5, x7, and it 

means that 

Response-time has a deep relationship with 

Concurrent-users in attribute set AU. Meanwhile, 

Response-time and Concurrent-users are related to our 

question about service performance. As a result, we put 

the variables into the following set that we will study. 

4.2 Subspace Model Construction 

We construct the subsystem model for sub-space Vσ, 

called sub_model, with the help of Tree Augmented 

Naive Bayesian Classifier (TANC). This method is 

establishing in U= {A1, …, An, C}. A1, …, An are 

discrete attribute variables, and C is a class variable. 

The following Figure 2 shows the relation between the 

variables. It is one example of TAN, and the 

probability of A2 appearing is affected by A1 in 

contrast to Naive Bayesian [7]. 

 

Figure 2. Tree augmented naive Bayesian 

As for sub_model, this paper can achieve SLA 

translation with sub_model. That is to say, we let 

service component variables satisfy lower level target 

and it also means getting the value ranges of variables 

meeting SLA. The TAN method returns LVγ of 

sub_SLA and a probability p. LVγ represents the state 

vector of a system state satisfying sub_SLA, and p is 

credibility of getting SLA LVγ. The state can get the 

acceptance of LVγ by comparing p with threshold [15]. 

The specific steps are as follows: 

(1) The values of each monitored variable are put 

into training data set Vθ. The return of the system-state 

function F (LVΦ) serves as class variable c (including 

SLA-satisfying and SLA-dissatisfying). We monitor 

the whole system variables to get the values with a 

time Sequence, and the values of all variables in Vσ at 

one point form a state variable Vi={a1, a2, ..., ad}, 

i=1, ..., d. Properties a1, a2, ..., ad are from training data 

set Vθ. These variables are the input of the following 

Eq. (11). According to the formula, we can judge 

whether the system state Vi conforms to SLA or not, 

and get the probability [26]. 
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(2) For ensuring the SLA, it needs to determine the 

value ranges of variables in Vσ. We search the set Vσ 

for sub_model, and come out all possible value ranges 

of controllable variables, denoted by the set Vσ: 

 
1

{ , , }
d

V V V
σ σ σ

= �  (12) 

Then the above set is placed with the pregenerated 

ones into the current system-state set Vnow, and we 

create a set of possible system state {V1, …, Vd}. In 

this paper, class variable c needs to be adjusted to meet 

SLA, and we estimate probability p for each possible 

system-state. When p is bigger than the threshold κ, the 

state reaches the credibility of corresponding to SLA 

through judging by TANC, and the state will be 

recorded in Vκ. The state can be also to decide sub-

SLA of the service component. If a SLA violation is 

detected or Vnow needs to change sub_model, the sub-

SLA has to be recalculated. 

5 Component SLO 

When we have acquired the value set Vκ that all 

component variables values are meeting SLA, what we 

should do next is to catch the sub-SLA (SLO) for each 

component. The controllable variables are isolated to 

search the appropriate ranges for service components. 

We should make each controllable variable be 

independent with each other according to the service 

component and the scopes of the variables values. 

Every variable and its range of values constitute the 

sub-SLA (SLO) of each component. The emphasis is 

searching the independent value ranges in Vκ. 

When there is only one controllable variable or one 

state variable for the sub-space, we need no 

considering the question. In Vκ, every value of the 

controllable variable can be expressed as a point [15], 

and then we connect all the points together, so that we 

can get a clique about each variable. At the same time, 

we can also obtain some cliques between the value sets 

of variables. Afterwards we choose the clique with the 

biggest value of expression χ, as shown in Eq. (13): 

 χ =
| |

1

V

j

j

N

σ

=

∏  (13) 

Nj is the number of values of variable vjσ (vjσє Vσ) 

appearing in the clique. When χ gets the biggest values, 

the set of values appearing can be as the acceptance 

values range of component variable if corresponding to 

selected clique. 

In Figure 3, there are three related variables, which 

are part of our whole variables set. The variables have 

overlapping value sets, which reflect the relation 

between controllable variables. Only if the value can 

make the variable meet the SLA, we put the value into 

its value set to get the biggest value of χ. As Figure 3 

shown, variable A has 9 values and C has 12, and they 

have a common value, which means they have 

association with each other. There are three values of 

other variables except for the three variables in the 

picture. As for our system, it has another variables 

these possess their values. We regard the controllable 

variables and the ranges of their own values as the 

component SLO. 

 

Figure 3. Values of Controllable Variables 

Note that, we can restrain the uncontrollable 

variables by binding the easy controllable variables in 

order to ensure the service component meeting sub-

SLA. If all components are sacrifying their own SLOs, 

the whole system will be meeting SLA. In other words, 

if we want to make the service system meet the SLA 

we defined, all service components have to meet their 

own SLOs. We have the following SLA conversion 

algorithm sub_SLA (). 

Algorithm 1 returns VT (vi, Si), i=1, …, n, which is 

the scopes of variables to make Eq. (13) get the big 

value. Si is the values range of variable vi under 

condition of meeting SLA. At line 1, we monitor 

service composition attributes, which contain response 

time, equipment throughput and so on. Each attribute is 

defined as a variable, which to form a state vector V= 

(v1, v2, …, vn). And then we monitor the system to get 

a time series of state variables Vi, i=1, …, m. Every 

element is the value of j variable in the moment i. At 

line 2, we define the class variable C (c1, c2). c1 is 

conforming to the SLA, while c2 does not accord with 

the SLA. For example, we can define the SLA as 

{response time v1 ≤ t μm}. At line 7, we put the 

parameters into the Bayesian formulation Eq.(10) and 

get the probability p of each state Vi. At line 8, When p 

≥  κ, the confidence of Vi belonging to c1 is big 

enough that Vi is meeting SLA, and then Vi will be put 

into set Vɑ; When p < κ, Vi is not meeting SLA. At 

line 13, the scopes of variables are isolated respectively 

according to that χ gets the biggest value. 
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Algorithm 1 sub_SLA () 

INPUT: State variable V, Credibility threshold κ, 

response time t, the number of variables n, the number 

of time sequence m; 

OUTPUT: thresholds values set Vт(vi, Si) containing 

ranges of all controllable variables; 

01 Initialization: 
1

( , , )i i

i n
V v v= � ; i = 1; 

02                        C= {c1, c2}; c1=1; c2=0; 

03 Monitor the values of the state variables; 

04 Put them into data set D; 

05 For i=1 to m 

06       For j=1 to n 

07             p = P(c1| 1
, ,

i i

n
v v� )= P(c1) Π P( i

j
v |c1); 

08       if p >= κ then 

09             Put Vi into data set V;  

10 For k=1, i=1 to M, n 

11       if αk belongs to vi then 

12             Ni++; 

13 For L=1 to |Vσ| 

14        χ = χ * NL;       

15 If χ is the biggest value then 

16        return VT; 

17 Else Goto(10); 

6 Experimental Design and Analysis of 

Results 

6.1 Experimental Setup 

For testing our designed system, we setted up the 

hardware and software environment. As for hardware 

system, we setted up 5 Emulab(a network testbed, 

which is opening for universities and research 

institution) stations with Intel Pentium Dual CPU 

E2200@2.20GHz; Memory 2GB; Disc 120GB. 

Emulab is designed to provide unified access to a 

variety of experimental environments. It provides a 

web-based front end through which users create and 

manage experiments, a core which manages the 

physical resources within a testbed, and numerous back 

ends which interface to various hardware resources 

[27]. So the system architecture consists of hardware 

assembly, software system and state machine. There 

are test nodes, servers, switch, and router and so on, 

and the applications are running within the Xen [28]. 

The software use opensource codes, and we setted up 

kernel-XEN-2.6.18-53.e15.i686.rpm in our devices. 

We used a application system RUBiS with 4 VMs, one 

supporting Apache server, two supporting Tomcat 

server and the left one supporting MySQL server 

instance. The 4 VMs are placed in 4 different sites. 

RUBiS client and monitoring program were placed in 

the fifth site [15]. Due to its low performance loss, 

XEN gradually becomes one of the most popular 

virtual management tools. But its SEDF scheduling 

algorithm under the SMP does not solve global load 

balancing problem. Data connection used Gigabit 

Ethernet links. 

Workload means users’ requests. EPA-HTTP web 

traffic [29] is used to trace data we needed to generate 

workload for the RUBiS applications, and the data is 

from the LBL Repository. We traced users’ requests in 

an hour. Custom monitoring program were being used 

to monitor Apache server, Tomcat server and MySQL 

server. It can return their state values (Apache_status, 

Tomcat_status and Mysql_status). About one hundred 

Monitored state variables of all equipment included 

response time, user concurrency, throughput, memory, 

CPU share, request rate and so on. And we put all the 

monitored variables values into training data set. 

We setted up the parameters λ and κ. Data were 

constantly taken from the training data set. We 

analyzed the substitution algorithm, and obtained the 

experimental results. And then we designed a program 

of integrating service component variables and used a 

program of Bayesian classifier to classify variable 

scopes. With these procedures we dealt with the data to 

verify the usability and effectiveness of the system 

analysis model. 

6.2 Experimental Results 

The following experiments illustrate the stability and 

the validity of the proposed approaches. We first 

investigate the effect of variation in workload. We 

monitored the variables number of users’ requests per 

minute in an hour and reflect the result in the Figure 4. 

As the Figure 4 shows, the number of users’ requests is 

1,487 in the 5th minute. And it becomes 9,011 in the 

31th minute. So we can draw a conclusion that the 

number is more than 90 around the 32th minute, which 

means the system pressure was heavier than other time. 

But in the ten minutes, the number of user requests is 

floating in 1,500 up and down, which reflects the light 

load for the designed system. This allows us to see the 

operation condition of different load pressure system. 

On the basis we carried out the other experiment to 

study our problem. 

 

Figure 4. Workload: requests per minute 

Secondly, we study the changes in number of cluster 

variables to search the correlative variables of a service 

composition, which affects the cost of analysis. In the 

beginning, we setted up the value of λ. After cluster 
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analysis with a special value of λ, we then got the 

result and reflect it in Figure 5. As shown in Figure 5, 

when λ is 0.2, the number of variables is 79. And when 

λ is 0.9, it decreases to 6. We can see that the variables 

number of the cluster decreases as λ is close to 1. The 

cluster we needed will keep too many variables if λ is 

too small, and some variables may affect service 

quality lightly. But it will leave too fewer research 

variables if λ is too big. So we choose one service 

variables set that containing 5 or 6 key variables (such 

as response time, Concurrent users, CPU share, 

memory share, throughput rate) to study. In conclusion, 

when integrating service component variables, if λ has 

different values, we can get the different numbers of 

clustering. In order to achieve high classification 

accuracy, we should select a proper λ value. 

 

Figure 5. Variables cluster 

Thirdly, the changes in classification accuracy were 

calculated in our experiments. The test illustrated that 

our approach was more effective and high accuracy 

than previous works for analyzing service composition. 

When doing the SLA classification experiments in 

sub_model, the threshold κ was setted up different 

values. The result is shown in Figure 6. From the 

figure, we observe that when the value of threshold κ is 

0.75, classification accuracy is 82.4%. When the κ 

value is 0.9, classification accuracy is 93.3%. Through 

the experiments we concluded the different influence 

that different thresholds κ have on probabilistic model. 

As shown in Figure 6, classification accuracy of the 

probability model is greater as the value of threshold κ 

is increasing. 

 

Figure 6. Classification accuracy 

Finally, we monitored the changes in SLA violations 

rate. In 1 minute we load a pulse, and then it will turn 

up more SLA violations. In a experiment that 

contained our design system, when a SLA violation 

turned out, we need to adjust the sub_model in 

accordance with SLA to eliminate the violation. In 

Table 2, we recorded the result of our experiments. We 

drew from experiments that SLA violation had 

accounted for 15.5% in all request-responses system 

without our designed system, while the non-violations 

are just 74.5%. But with our designed system, the rate 

of SLA violation is 0.1%, which is nearly 0. From the 

experiments, we can find the proportion of SLA 

violations with or without the designed system. 

Because we design the system that can automatically 

adjust it when meeting SLA violation, so service SLA 

violation ratio reduces. 

Table 2. Service SLA violation ratio changes with or 

without the design system 

Service 
With the  

system 

Without the  

system 

SLA violation 0.1% 15.5% 

SLA non-violation 99.9% 74.5% 

7 Conclusion 

The service-oriented SLA translation based on state-

space approach models and analyzes the complex 

service system. And the system level SLA conversion 

is accomplished for the component level. In other 

words, it analyzes the relations between the 

controllable variables and the uncontrollable to 

determine the scopes of the respective thresholds. The 

naive Bayesian classification algorithm is used to 

handle the problem about classifying state variables 

according to whether they are meeting SLA or not. 

Compared with neural network method, naive 

Bayesian classification has strict requirements on the 

input data, but the classification accuracy is higher. 

The goal of integrating state variables by equipment or 

service composition is analyzing specific problems of a 

component affecting the quality of service. Through 

the thresholds of the variables of service composition, 

we can find the state variables with big influence. The 

experiments prove the method is effective 
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