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Abstract 

The queueing analysis of the call center staff planning 

is a common process for efficient resource allocation. In 

many ways, although at different time scales, this process 

is analogous to the provisioning of the nodes in a web 

hosting server cluster. Based on the well proven 

strategies learned from the call centers, this paper 

proposes an energy management method that (1) models 

a server cluster as an M/M/m  queueing system, (2) 

periodically switches the ACPI (Advanced Configuration 

and Power Interface) global states of a server node, and 

(3) obtains an adequate number of active nodes 

constrained by a desired response time. The proposed 

process is simulated with a real world trace log. The 

simulation result shows that a significant energy saving 

can be achieved while maintaining a desirable response 

time. 

Keywords: Web server cluster, Queueing model, ACPI, 

Energy efficiency 

1 Introduction 

The number of Internet users has exceeded 3 billion 

by 2014 [1]. To serve these users, web service 

providers often install additional server nodes resulting 

in huge energy waste during the off-peak periods. 

Saving energy can be done by dynamically adjusting 

the computing capacity to match the traffic intensity 

[2]. This problem is analogous to the dynamic staff 

sizing problem in a telephone call center. Call centers 

can be naturally viewed as queueing systems [3]. In a 

call center, the customers are callers, servers are 

telephone agents, and tele-queues consist of callers that 

await service. M/M/m  model, known as Erlang-C [4], 

is widely adopted in many call centers [5-7].  

The power management of earlier computer systems 

is often performed through Advanced Power Management 

(APM) protocols [8]. With APM, OS has little 

authority and flexibility to control the hardware 

activities. Therefore, ACPI specification was developed 

to establish the interfaces enabling OS directed 

motherboard device configuration and power management 

(OSPM) of both devices and entire systems [9].  

This paper proposes an energy management solution 

for the web server clusters based on M/M/m  model 

and ACPI global state control. This method balances 

the response time and the consumed energy. The 

simulation result shows a significant energy saving 

while maintaining the desired response time. This 

paper makes the following specific contributions. 

‧ M/M/m  model is adopted in the proposed approach. 

Although M/M/m  model is quite restrictive, it is 

capable of estimating the expected node number and 

response time. 

‧ This paper presents an integration of a theoretical 

model (M/M/m ) with an industrial standard (ACPI). 

This integration enables the proposed approach to be 

practically realized. 

‧ The ACPI global state control has to be operated 

within a reasonable short period of time, because the 

traffic may be implicitly smoothed by a long interval. 

A suspend-resume action requires enough time to 

complete its power-on operation for an effective 

state control. This study defines the Energy Saving 

Effectiveness (ESE) based on the ratio of the 

planned energy saving to the suspend-resume overhead, 

and finds an adequate state-control interval. 

‧ An algorithm is designed to find the sufficient 

number of activated server nodes that satisfy the 

desired response time. 

The paper is organized as follows. Section 2 discusses 

the general energy management processes for web 

server clusters. Section 3 details the system model of 

the proposed approach. Section 4 presents the 

simulation process, and discusses the results. Section 5 

concludes this paper. 

2 Energy Management Processes for Web 

Servers 

The major reason of the web energy consumption 
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problem is the inefficient utilization of computing 

resources. It is common that server clusters do not 

carefully consider how best to configure the 

environment to maximize availability with the 

minimum power consumption [10]. 

To address the future challenges of data centers, the 

U.S. American Recovery and Reinvestment Act of 

2009 (ARRA2009) [11] and the European Commission 

7th Framework Programme for Research and 

Technological Development (FP7) [12] both fund a 

number of research and development projects. 

Low and Tang [13] use 1M/GI/  processor sharing 

(PS) system to model a server, and perform load 

balancing among multiple geographically distributed 

data centers. Fortune [14] proposes a collection of 

techniques, named as Rate Adaption, that match energy 

consumption with traffic condition. Pfeiffer and Kulali 

[15] develop an On-Demand operational model to 

reduce the energy waste through idle power 

consumption. Their approach also finds an optimal 

number of required servers. FIT4Green [16] designs an 

energy-aware layer of plug-ins on top of existing data 

center management tools to reduce energy 

consumption without sacrificing Service Level 

Agreements (SLA) and Quality of Service (QoS). 

GAMES [17] contains a set of methodologies and tools 

to manage energy efficiency in data centers. All4Green 

[18] explores the energy saving potential of the 

ecosystem where data centers operate rather than 

individual ICT modules. CoolEmAll [19] develops 

data center simulation, visualization and decision tools 

(SVD Toolkit) that use data center efficiency building 

blocks (DEBBs) to perform simulations. Dynamically 

adjusting the number of active servers [20], that is, 

Vary-On/Vary-Off (VOVO) scheme, improves energy 

efficiency of data centers. On the other hand, Dynamic 

Voltage/Frequency Scaling (DVFS) [21] can also save 

energy by dynamically changing the frequency and 

voltage of servers. Both VOVO and DVFS are 

commonly adopted technologies to improve energy 

efficiency in these projects.  Wei et al. [22] present the 

benefits of DVFS and VOVO for energy management 

in data centers. 

Among mentioned projects, some common energy 

management processes can be identified: 

‧ Modeling the traffic patterns. 

‧ Modeling the energy consumption patterns of the 

system. 

‧ Forecasting the idle periods. 

‧ Identifying the constraints. 

‧ Defining the management methods. 

3 System Model and Control Mechanism 

M/M/m  model assumes a steady-state environment, 

in which arrivals conform to a Poisson process, service 

times are exponentially distributed, and customers and 

servers are statistically identical and act independently 

of each other. Therefore, this study assumes that the 

number of the active server node ism ; the server nodes 

in the cluster are identical; the arrivals of Internet 

requests during a period t form a Poisson process with 

rate λ; the inter-arrival times are exponentially 

distributed with the mean 
1

λ
; the services times are 

exponentially distributed; the server rate is μ; and the 

requests are served in the First-Come-First-Served 

(FCFS) manner.  

The utilization rate of the system is defined 

as
m

λ
ρ

μ
= . 1ρ <  is required for the stability of this 

system. Denoting k as a state of the system, the steady-

state probabilities 
k

π are: 
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Let a random variable N denote the number of 

processing requests. The probability of having k 

processing requests is the probability of the system at 

the state k, i.e. ( )
k

P N k π= = .The expected value of N 

is ( )
k

E N kπ= . Therefore, 
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E(N) can be further simplified as [23]: 
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Let a random variable M denote the number of busy 

nodes. The probability of having k busy server nodes is: 
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The probability of
1

mP(M m)
π

ρ
= =

−

represents the 

probability of the incoming requests having to enter the 

waiting queue. The average number of the busy server 

nodes in an m  server cluster is: 
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The calculations and proofs of Eq. (1)-(6) can be 

found in many textbooks, e.g. [24]. 

Many studies [25-29] use the linear model to 

represent the relationship between the CPU utilization 

and the power usage of a server system. Vasan et al. 

[30] show that a linear model of power consumption 

based on CPU utilization works effectively across a 

variety of servers. This study adopts the linear model 

for the system load pattern. When a server node is 

waiting for a job, the CPU utilization rate is usually 

very close to 0%. Almeida et al. [31] found that the 

average CPU utilization rate is approximately 90% 

when a server is handling HTTP requests. Although the 

average CPU utilization rate may vary when a 

management policy is applied or another type of CPU 

is adopted, the CPU utilization rate of a server 

fluctuates slightly when processing web requests. To 

simplify the calculation, this study uses a constant to 

denote the CPU utilization rate of the periods when a 

server node is handling web requests. 

Therefore, the following assumptions are made in 

this study for the cluster power modeling: 

(1) Lpeak represents the peak power load of a server 

node, 

(2) Lidle represents the idle power load of a server 

node, 

(3) Ldyna represents the dynamic range of power load, 

(4) ui is the CPU utilization rate of the server node i, 

(5) the CPU utilization rate is 0%, when idle, 

(6) the CPU utilization rate is a constant U, when 

busy, 

(7) the system is instrumented for a sufficiently long 

period of time, denoted by t, 

(8) there are h homogeneous server nodes, 

(9) m  server nodes are activated, and 

(10) a workload distributor distributes incoming 

requests to activated but idle server nodes. 

The linear power model of a server node i in the 

server cluster is defined as: 

 ( )i i dyna i idleL u L u L= +  (7) 

The energy consumption of a server node i can be 

expressed as: 

 i dyna idleΞ (busytime)L U tL= +  (8) 

Therefore, to estimate the energy consumption of a 

server node needs to estimate the expected length of 

the busy time of a server node. Since all nodes are 

identical, the ratio of the busy time to the period equals 

to the ratio of the number of the busy nodes to the 

number of the activated nodes. M denotes the number 

of busy nodes. E[M] is the expected number of the 

busy nodes. The estimated energy consumption of the 

server node i during the period t can be obtained using 

the following formula: 
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E M
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m
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The energy consumption of the server cluster is the 

summation of all activated server nodes: 
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The average power load is: 

 [ ] dyna idle

Ξ
L E M L U mL

t
= = +  (11) 

Based on Eq. (6), the average power load of the 

system can be written as: 

 dyna idleL L U mL
λ

μ
= +  (12) 

It is clear that m  is the major factor of the overall 

energy consumption, if the arrival rate λ, the service 

rate μ, and U were known. 

In M/M/m  model, the service rate has to be obtained 

beforehand. If the average service rate of a system is μ, 

the expected service time of a request is the reciprocal 

of μ, which is
1

µ
. The service time is defined as the 

time difference between a request arrival time and the 

completion time of the request, and does not include 

the queue waiting time [32]. 

The expected service time of a web server is 

determined by the capability of a server node or even 

the whole cluster. In general, the factors that affect the 

service rate μ of a web server may include web content 

(static or dynamic content, data size, access type, etc.), 

access time, user profile, hardware profile, and 

software profile (middleware, operating system, server 

system, applications, etc.). A web server can adopt a 

suitable estimation method to get the expected service 

time of every possible web request to the server. The 

probability of a specific web request being issued can 

be obtained through a long-term monitoring. With the 

expected service time and the issuing probability of 

every possible web request, the expected service time 

1

µ
(as well as the service rate μ) of a web server can be 

easily calculated. 

Based on Eq. (11), theoretically, letting m  be 

E[M]⎡ ⎤⎢ ⎥  makes a stable-state server cluster consume 

the least energy. However, this solution may not result 

in a desirable response time. Suppose the desired 

response time is r. Since all server nodes have the same 

service rate μ. The desired response time r can be 

modeled as: 
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Let the random variable R denotes the response time 

in the stable state of this system. According to Little’s 

Theorem [24] and Eq. (4), the average response time 

E[R] is: 
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Since the mean response time E[R] is the 

summation of the mean waiting time (queue time) and 

the mean service time
1

µ
, the mean waiting time 

is
2(1

m

mµ )

π

ρ−

. 

Let m′  be a non-negative integer value that satisfies 

the following conditions: 
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m′ is the minimum number of server nodes required to 

satisfy the desired response time. 

Based on Eq. (15), the following computing 

algorithm, as shown in Figure 1, is developed to 

find m′ . In the algorithm, r is defined as the desired 

response time. 
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Figure 1. Algorithm for Finding m′  

Due to the fluctuation nature of the web request 

traffic, the energy management of a server cluster is 

handled dynamically. The request arrival rate is also an 

important parameter for M/M/m  model. Therefore, 

traffic forecasting is required for the dynamic 

provisioning of server node. 

Many time-series forecasting methods [33] have 

been developed for Internet traffic, including: Naïve 

Forecasting [34], Neural Networks [35-36], ARMA 

[37], ARIMA [38], Support Vector Regression (SVR) 

[39], etc. Finding the most suitable forecasting model 

is another interesting research topic and beyond the 

scope of this study. This study just adopts the Naïve 

forecasting for its simplicity, and as a benchmark basis 

for future studies and estimations [40]. 

The proposed energy management solution adopts 

OSPM/ACPI control for the web server clusters. 

Switching a computer from an active state to an 

inactive state can be instructed by CPU. This study 

also uses Wake-On-LAN (WOL) to switch a node 

from an inactive state to an active state. WOL [41] is 

an Ethernet computer networking standard that allows 

a computer to wake from Sleep or Standby when 

directed by a network request, i.e. Magic Packet [42]. 

Energy Star Program [43] requires that computers with 

Ethernet capability shall offer the option of enabling 

WOL. 

Transitioning server nodes into a low-power state 

during idle times is a widely used approach for 

improving the energy efficiency of server cluster [44]. 

The effectiveness of an activation policy depends 

largely on the latency of state transitions [45]. The 

power state transition from the working state to the 

sleep state and then back to the working state can be 

roughly depicted as Figure 2. 

 

Figure 2. Working-Sleep-Working power state transition 

The Working-Sleep-Working state transition can be 

distinguished as 4 consecutive phases that are (1) 

Working phase; (2) Suspension phase; (3) Sleeping 

phase; and (4) Resuming phase. 

Let Lsusp, Lslep, and Lresu  

denote the power load 

during the Suspension phase, Sleeping phase, and 

Resuming phase, respectively.
 

Let Ususp, and Uresu  

denote the CPU utilization rate the Suspension phase, 

and Resuming phase, respectively. Lsusp, and Lresu can 

be expressed as: 

 susp idle dyna suspL L L U= +  (16) 
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 resu idle dyna resuL L L U= +  (17) 

In order to grantee the power state transition results 

in energy saving, the area denoted by C must be larger 

than the summation of the area A and the area B in 

Figure 2. Let C idle slepL L L= − , 
B resu idle

L L L= − , 

A susp idleL L L= − , 
3 2slept t t= − , 

2 1suspt t t= − , and 

4 3resu
t t t= − . It can be easily found that: B dyna resuL L U= , 

and A dyna suspL L U= . Let ESE (Energy Saving 

Effectiveness) denote by S, and
C slep

B resu A susp

L t
S

L t L t
=

+

. 

Therefore, 

 
( )

( )

idle slep slep

dyna susp susp resu resu

L L t
S

L U t U t

−

=

+

 (18) 

If 1S > , then the preformed power state control is 

effective. A cluster can define its expected ESE to 

obtain the targeted sleep time tslep for a power state 

control by: 

 
( )dyna susp susp resu resu
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idle slep

SL U t U t
t

L L

+

=

−

 (19) 

If the state control instructions are issued 

periodically, the control interval tctrl can be obtained by: 

 ( )

ctrl susp slep

dyna susp susp resu resu

susp

idle slep

t t t

SL U t U t
t

L L

= +

+

= +

−

 (20) 

The system applying the proposed control 

mechanism is shown in Figure 3. This system includes 

the following components: (1) Job Queue, (2) 

Workload Distributor, (3) Traffic Forecasting Unit, (4) 

State Controller, (5) Web Server Cluster, and (6) 

Server Node. 

 

Figure 3. Block diagram of a managed web server 

cluster 

The proposed control mechanism consists of 4 

stages: (1) the node resuming stage, (2) the job arrival 

stage, (3) the job dispatching and processing stage, and 

(4) the node suspending stage. The messages 

exchanged among the involved components and the 

sequences of the related processes are shown in Figure 

4. 

 

Figure 4. Sequence diagram of the proposed energy-

management mechanism 

The instructions of node resuming and suspension 

are periodically issued by the state controller. A node 

notifies the workload distributor when it is about to 

sleep, and just awake. If a sleep command is issued to a 

busy node, the node will complete the processing job 

before falling asleep. Every incoming job request is 

queued, and a notification is issued to the workload 

distributor upon the arrival of the job request. The 

workload distributor then dispatches each job to an 

available node.  

The sleep states in ACPI specification are adopted. 

There are 5 ACPI sleep states, S1 to S5. However, this 

study does not consider S1 and S2 states, since they are 

not generally used [46]. 

4 Real World Case Simulation and 

Discussions 

The real-world workload trace log is acquired from 

The Internet Traffic Archive [47]. The characteristics 

of this trace log are well documented by Arlitt and Jin 

[48]. This log consists of all the requests made to the 

1998 World Cup Web site with 1,352,804,107 requests. 

This is one of few publicly available logs that contain 

the number of the working servers, which is required in 

this study. 

The implemented simulator includes 7 classes of 

objects including web requests (WR), job queue (JQ), 

workload distributor (WD),  traffic forecasting unit 

(TFU), state controller (SC), web server cluster (WSC), 

and server nodes (SN). In order to speed up the 

simulation process, the activated SNs are sorted by 
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their next available moments, and WD picks the SN 

with the earliest available moment to serve the present 

WR as shown in Figure 5. 
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Figure 5. Simulation process 

In the adopted workload trace, 99.98% of the 

requests are static [48]. For static content, the data size 

is a dominant factor of the service rate in a network 

application [49]. In addition to the information 

gathered from the workload trace, This study 

summarizes the specifications from [50] and the 

experiment results from [45] and  [51] to determine the 

parameters for the simulated machine. The required 

physical parameters of the simulated server node is 

based on IBM BladeCenter HC10 [51]. 

ACPI S3, S4, and S5 states [9] have been simulated. 

The experiment result from [51] is adopted to define 

the resume and suspension latencies. Based on the 

responsiveness classes offered by [52], the desired 

response time is set to 1 second. All simulations record 

the breach rate (denoted as b ), which is the ratio of  

responses exceeding the desired response time. The 

complete simulation parameters are listed in Figure 6. 
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Figure 6. Simulation parameters 

In addition to the simulation run with the settings 

from the workload traces,  there are two sets of 

simulation runs that are (1) ESE-oriented simulations, 

in which 
ctrl
t are calculated from Eq. (20), and (2) 

ctrl
t -

oriented simulations. ESE-oriented simulations include 

24 simulation runs that are conducted with smaller 

ESEs, i.e. 1 2 3 24S , , ...,= (denoted as S-ESE), and 8 

simulation runs that are with  larger ESEs, i.e. 

25 50 75 200S , , ...,= (denoted as L-ESE). 
ctrl
t -oriented 

simulations include 20 simulation runs that are 

conducted with 
ctrl
t set from 30 seconds to 600 seconds 

stepping by 30 seconds. The primary difference 

between the ACPI controlled results and the original 

data is the average number of the activated server 

nodes, as shown in Figure 7. 

 

Figure 7. Daily average number of activated servers 

Table 1 shows the summerized result of ESE-

oriented  simulation runs. From the result, the proposed 

method can save approximately 36%, 47%, and 62% of 

originally consumed energy by switching the unused 

nodes to ACPI S3, S4, and S5 state, respectively. 

As shown in Table 1, R tends to go up as the ESE 

increases. When all servers are busy, a web request has 

to stay in the service queue waiting for an available 

serve. Sometimes, this situation can only be resolved 

by increasing m′ . As ESE increases, 
ctrl
t and the 

waiting time both increase, which leads to the 

increment of R . Such phenomena can be clearly 

observed in all L-ESE tests. Therefore, R  has a direct 
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correlation with 
ctrl
t . Figure 8, Figure 9, and Figure 10 

show the results of 
ctrl
t -oriented simulations. 

Table 1. Result of ESE-oriented simulations 

 m′  R  b  Ξ  

Original  18.7  0.25  0.3%  2017  

S ESE−  3.63  0.47  6.5%  1289  3S  

L ESE− 3.63  0.57  6.4%  1289  

S ESE−  3.63  1.13  7.7%  1074  4S  

L ESE− 3.63  271 29.1% 1074  

S ESE−  3.63  2.93  9.4%  768  5S  

L ESE− 3.63  687  35.8% 768  

: Number of Activated Server Nodes

:Response Time (seconds)

: Breach Rate

: Energy Consumption(kWh)

m

R

b

Ξ

′

 

 

From Figure 8 and Figure 9, it is obvious that 
ctrl
t  is 

the dominant factor for the average response time and 

the breach rate. The sleep state decides the level of 

energy consumption as shown in Figure 10. Using the 

feature scaling to normalize the simulation results, a 

ctrl
t having a shorter response time and a lower breach 

rate while consuming less energy can be found, which 

is approximately between 120 seconds and 150 

seconds. 

 

Figure 8. Average response time of 
ctrl
t -oriented 

simulations  

 

Figure 9. Breach rate of  
ctrl
t -oriented simulations 

 

Figure 10. Energy consumption of 
ctrl
t -oriented 

simulations 

The impacts of ESE drastically degrad as ESE 

increases. As ESE increases, the dominant factor is 

transferred from the ESE to 
ctrl
t , which is shown in 

Figure 8 and Figure 9. Surprisingly, very little 

performance-energy trade-off is observed by adopting 

different sleep states. In other words, the performance 

enhancement of adopting S3 rather than S4 or S5 is 

limited. This finding implies that a server cluster 

system may only need just one sleep state. 

5 Conclusion 

The conducted simulations periodically resume or 

suspend a number of server nodes. The number of the 

server nodes is acquired by the algorithm shown in 

Figure 1. For an effective management, a cluster is 

usually grouped by a number of homogeneous servers 

while servers may be different from one cluster to 

another [53]. This study aims at the cluster level 

management, where M/M/m  model can be reasonably 

applied and is well-suited. The proposed approach 

achieves: 

(1) adjusting the number of servers to adapt the 

fluctuation of request flow, as shown in Figure 7, 

(2) calculating the number of servers to satisfy the 

desired response time, as shown in Figure 1, 

(3) reducing a considerable amount of energy 

consumption, and 

(4) adopting different ACPI global state controls to 

manage energy consumption. 

The simulation results show that this approach can 

save a significant amount of energy. The developed 

mechanism helps the adopted cluster consuming only 

approximately 64%, 53%, and 38% of original energy 

usage by switching the unused nodes to the S3, S4, and 

S5 state, respectively. The amount of energy 

consumption is mainly decided by the number of the 

working nodes. Although this approach takes a longer 

average response time, the simulated system is able to 

satisfy the desired response time with an adequate 

control interval. 
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