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Abstract 

Wireless sensor networks (WSNs) are composed of a 

large number of sensor nodes that are scattered within a 

monitoring region and in which one or more sinks are 

responsible for the sensed data collecting. The sensor 

nodes are equipped with limited battery energy and are 

generally deployed in unattended environments such as in 

forests, on volcanoes, etc., to regularly report sensed data 

to the sink via wireless communication. Therefore, they 

cannot be recharged when a node depletes its battery 

energy. To design energy-conserving methods to prolong 

the network lifetime has become an important issue for 

WSNs. Nowadays the privacy and accuracy of data 

transmission are taken seriously; thus this paper aims at 

designing a data authentication mechanism integrated 

with an energy conserving routing scheme for WSNs to 

protect the integrity of receiving sensed data while at the 

same time conserving the battery energy of the sensor 

nodes. An energy-conserving reversible and irreversible 

digital watermarking hybrid scheme is proposed to 

balance the energy consumption and the robustness of the 

security. 

Keywords: Wireless sensor networks, Authentication, 

Reversible digital watermarking, Irreversible 

Digital watermarking 

1 Introduction 

As wireless communication technologies have 

evolved rapidly, many diverse applications have been 

proposed for a new era of wireless networks to enhance 

our daily life. For example, the Vehicular Ad-Hoc 

Networks (VANETs) can wisely guide drivers to avoid 

traffic congestion regions, and can also provide 

multimedia communications for passengers to enhance 

their comfort and enjoyment within cars. Wireless 

Sensor Networks (WSNs) can monitor the remote 

environment status by constantly acquiring sensed data 

to gain better control of the environment. WSNs [1-2] 

generally deploy sensor nodes in unattended regions to 

monitor the status of the environment, such as 

temperature, humidity, pressure, etc.. Due to the 

deployed environments generally being harsh, it is not 

easy to replace the sensor nodes or to recharge their 

batteries. Thus, how to conserve the usage of battery 

power of sensor nodes has become an important issue 

when designing mechanisms in each protocol stack of 

WSNs. The routing method is one of the factors that 

significantly affects the performance of energy 

conservation. Several routing methods have been 

developed [3-13] to conserve the usage of battery 

energy of sensor nodes to prolong the network lifetime. 

Among these works, the LEACH routing protocol [14] 

organizes the sensor nodes into a two-tiered network 

architecture called the cluster-based WSN. The 

LEACH protocol partitions the sensor nodes into a 

group of clusters. Each cluster will elect one special 

node called the cluster head to be responsible for 

message collecting and relaying tasks in the cluster. 

That is, the sensed data of a sensor node will be firstly 

sent to its respective cluster head (the intra-cluster 

communication). The cluster head will then aggregate 

and relay the sensed data to the sink (the inter-cluster 

communication) (see Figure 1). Note that the cluster 

head will be replaced by another healthy sensor node 

when its battery energy falls below a given threshold 

after operating for a period of time. In this way, the 

energy consumption load will be evenly distributed 

among the sensor nodes within the cluster, and thus the 

network lifetime of the WSN can be prolonged. In this 

paper, we regard the cluster-based WSN as the 

underlying network architecture, and adopt the LEACH 

routing protocol for message reporting.  

Since the sensing nodes are generally deployed in 

unattended environments, the chance of messages 

being bugged and tampered with by crackers may 

increase. Consequently the sensed data will no longer 

be trusted by the manager of the WSNs, especially for 

applications in the military or commerce fields. 

Therefore, the security issue of how to ensure the 

integrity of the sensed data is another important issue 

for WSNs. Traditional approaches for data authentication 
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Figure 1. A cluster-based WSN 

usually adopt key (secret-key or symmetric-key) 

encryption schemes using the RC5 encryption 

algorithm [15] to encrypt (and decrypt) sensed data 

from the sending side (to the receiving end) [16-18]. 

However, this approach will cause heavy consumption 

of battery energy in the sensor nodes, since the data 

encrypting /decrypting algorithms are complex and the 

key exchanging process will also greatly contribute to 

the energy depletion. Applying the digital 

watermarking techniques [19-22] is one of the 

promising light-weight schemes compared to the key 

encryption methods for WSNs when one wants to 

ensure the integrity of the sensed data while also 

conserving energy [23-25]. In the existing literature, 

two types of digital watermarking (reversible and 

irreversible digital watermarking) are generally applied 

to the authentication of WSNs. Reversible digital 

watermarking (also called lossless data embedding) is a 

technique that enables the encrypted data to be 

authenticated and then the original sensing data can be 

restored correctly, while the irreversible digital 

watermarking cannot recover the embedded data 

entirely when the sensed data has been attacked. The 

previous approach is more robust in terms of security 

than the latter, but obviously it will consume more 

battery energy.  

In this paper, we take both the data authentication 

issue and the energy saving issue for WSNs into 

consideration. The considered network architecture is 

shown in Figure 1 and the LEACH routing protocol is 

also applied in this cluster-based architecture to 

conserve battery energy. A Hybrid digital Watermarking 

Authentication technique (HWA) is proposed to 

integrate the data authentication process with the 

routing method under the considered network architecture. 

The HWA adopts irreversible and reversible data 

watermarking for the intra-cluster communication and 

the inter-cluster communication of the WSN, respectively. 

The main features of the proposed method HWA are 

described as follows.  

(1) HWA provides data authentication and also aims 

at energy-saving for the cluster-based WSNs;  

(2) HWA synthesizes irreversible and reversible 

digital watermarking for data authentication;  

(3) HWA balances the degree of security robustness 

of data authentication and the energy-saving effect.  

The organization of the rest of this paper is as 

follows. The research survey for applying digital 

watermarking authentication schemes on WSNs are 

discussed in Section 2. In Section 3, the proposed 

method HWA is described in detail. The simulation 

results and the conclusion are discussed in Section 4 

and Section 5, respectively. 

2 Research Survey 

In this section, the related research works that have 

applied the digital watermarking authentication method 

for WSNs are described. Shi and Xiao [23] applied the 

prediction-error expansion method for data authentication 

in WSNs, which is designed for embedding/ retrieving the 

reversible digital watermarking into/from an image. 

The proposed scheme dynamically groups a chain of 

data that were constantly sensed and generated by a 

sensor node. It then computes the respective digital 

watermarking and embeds it into the next data chain. 

Note that the proposed scheme regards the sensor 

nodes of a WSN as a plain architecture rather than a 

hierarchical structure. The group of sensed data in each 

sensor node will firstly apply the proposed data 

encryption method to encrypt the sensed data and then 

transmit them to the sink along a predetermined 

routing path. After the sink receives the sensed data, 

the data decryption method will be invoked to extract 

the digital watermarking and then to detect the 

integrity of the received sensed data. Although this 

method gives a higher degree of security robustness 

than the irreversible digital watermarking schemes, it 

will consume more battery energy to perform the 

encryption and decryption operations compared to the 

irreversible digital watermarking schemes. In addition, 

since most of the routing paths pass through the sensor 

nodes near the sink, these sensor nodes will quickly 

drain out their battery energy which will shorten the 

network lifetime of the WSN. Sun et al. [24] proposed 

an authentication scheme for WSNs that applied an 

irreversible digital watermarking method to protect the 

data integrity of the sensed data. The proposed method 

uses redundant space to store the computed digital 

watermarking and then groups it with the sensed data 

as a new data unit to transmit to the sink. Similar with 

the method proposed in [23], the routing scheme also 

suffers from the drawback of a short network lifetime.  

In order to overcome the above drawbacks, Zhou 

and Zhang [25] adopted the LEACH [14] routing 

protocol (called the SDTS) to transmit the encrypted 

sensed data under cluster-based WSN architecture. The 

proposed authentication scheme applied an irreversible 

digital watermarking method to compute the digital 

watermarking with respect to the sensed data and then 

embedded it into a redundant space. The authentication 

scheme is applied both in the intra-cluster communication 

and the inter-cluster communication. Due to the SDTS 

being a secure data transmission scheme compared 

with our proposed method, the data encrypting/ 
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decrypting operations will be discussed in detail. In the 

following, a numerical example will be adopted to 

demonstrate the operating steps. Given a hash function 

(h) and a random number generator (g) that is used on 

both the sending side and the receiving end, the hash 

function h (and the random number generator g) will 

generate a 32-bit (and a 16-bit) binary string, 

respectively. Let S be a 16-bits sensed data (assume 

that S=1000101100011010). The data encryption 

operations of the SDTS will firstly calculate a 32-bit 

hash function value 
0

( )h h S=  for S. Assume 
0
h u l= ⋅  

= (0010110001000111) ⋅  (0001011000100110), where ⋅  

denotes the string concatenation of two binary strings. Note 

that, the hash function value 
0
h  can be partitioned into two 

parts: the upper part (u=0010110001000111) and the lower 

part (l=0001011000100110). Then using the random 

number generator to obtain the key for the watermark 

embedding (assume g()=1110011010011011).  

Now, the sensed data S can be embedded into the 

hash function value 
0
h by replacing its upper part (u) 

with ()S g⊕ =0110110110000001. The resulting data 

( ())S g l⊕ ⋅  (=0110110110000001 ⋅ 0001011000100110)) 

will be the message for transmitting. Note that the 

lower part of the transmitting message is equal to the 

lower part (l) of the hash function value (h(S)), which 

is used for checking whether or not the received data 

have been tampered with after the receiving end has 

completely received it.  

For the decryption operations of the SDTS, as the 

data ( ())S g l⊕ ⋅ ) are received at the receiving end, 

since the receiving end has the same random number 

generator and the hash function, the value g() can be 

firstly determined. Then the original sensed data S can 

be easily retrived by applying the exclusive or 

operation on the upper part of the received data, since 

() ( ())g S g S⊕ ⊕ = . In addition, in order to determine 

whether or not the received data have been attacked, 

one can compare the lower part of the received data (l) 

with the lower part of the new hash function value 

' ( )l h S= . In case of 'l l= , it can be concluded that the 

sensed data have not been attacked; On the other hand 

the sensed data have been tampered with if 'l l≠ . The 

above encrypting/ decrypting operations are applied 

both in the intra-cluster and the inter-cluster 

communications. In their proposed scheme, due to the 

length of the redundant space varying and being 

proportional to the length of the sensed data, the 

overhead of the battery energy consumption will 

increase. 

3 The Proposed Energy-conserving Hybrid 

Digital Watermarking Authentication 

for Cluster-based WSNs 

The proposed HWA scheme consists of three steps. 

They are the intra-cluster authentication (for protecting 

the sensed data transmission between the sensor nodes 

and the cluster head), the data aggregation in the 

cluster head, and the inter-cluster authentication (for 

protecting the aggregated data transmission between 

the cluster head and the sink). Note that the operation 

invoking of the intra-cluster authentication is more 

frequent, but has a shorter distance of communicating 

than the inter-cluster authentication. Thus we apply 

irreversible digital watermarking in the intra-cluster 

authentication (the Phase I energy conserving intended 

authentication) to conserve the energy consumption 

within a cluster, and apply reversible digital 

watermarking in the inter-cluster authentication (the 

Phase II security robustness intended authentication) to 

gain a higher degree of security due to there being a 

longer range of wireless communication and 

consequently a higher chance of being attacked than 

for the intra-cluster authentication. 

As shown in Figure 2, the right part of the figure 

enlarges the illustration of the routing and data 

authentication for the sensed data reporting, with 

respect to the area circled by a dashed line on the left 

of the figure. In this figure, the sensor node u (v) within 

a cluster will iteratively sense the environment features 

and collect k (in this figure, k=2) sensed data to form a 

data group. Then it will embed the respective 

irreversible digital watermarking into the sensed data 

group [
1

u

s ,
u

s
2

, ..., 
u

k
s ], [

u

k
s

1+
,

u

k
s

2+
,..., 

u

k
s
2

] ... 

([
v

s
1

,
v

s
2

, ..., 
v

k
s ], [

v

k
s

1+
,

v

k
s

2+
,..., 

v

k
s
2

]...) and send them 

regularly to the respective cluster head. As the sensed 

data group arrives at the cluster head, the irreversible 

digital watermarking will be retracted to check the 

integrity of the sensed data group by the cluster head. 

In the case of the sensed data group being verified as 

not being attacked, the cluster head will aggregate the 

current received data group from each of the sensor 

nodes, say, [
u

s
1

,
u

s
2

, ..., 
u

k
s ] and [ v

s
1

, v

s
2
, ..., v

k
s ] (and 

[ u

k
s

1+
, u

k
s

2+
,..., u

k
s
2

] and [ v

k
s

1+
, v

k
s

2+
,..., v

k
s
2

], …, etc.) to be 

[
1
s ,

2
s , ..., 

k
s ] ( [

1+k
s ,

2+k
s , ..., 

k
s
2

], ..., etc.). Then, the 

aggregated data will be encrypted to embed the 

reversible digital watermarking and then relay it to the 

sink. Finally, the sink will check the integrity of the 

received aggregated data. In the case of the data being 

verified as not being attacked, the aggregated data will 

be passed to the upper layer; otherwise, it will simply 

be discarded. A detailed data flow chart of the HWA is 

shown in Figure 3. The operations in each phase of the 

authentication are as follows. 
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3.1 The Phase I Energy Conserving Intended 

Authentication 

This phase of authentication adopts an irreversible 

digital watermarking scheme to protect the data 

communication between the sensor nodes within a 

cluster and their respective cluster head. The 

operations of the authentication are as follows.  

Digital watermarking embedding. Let Ν∈is
v

i
 ,  

denotes the sequence of sensed data that is generated 

by sensor node v, and k denotes the size of a sensed 

data group. Let h be the hash function for generating 

the digital watermarking w. For each sensed data group 

[
v

ka
s

1+⋅
,

v

ka
s

2+⋅
,..., 

v

ka
s

⋅+ )1( ], where a = 0, 1, 2, ..., the 

hash function values )(
1

v

ka
sh

+⋅

, )(
2

v

ka
sh

+⋅
, ..., )( )1(

v

ka
sh

⋅+

 are 

firstly determined (see the upper right of Figure 4 (a=0 

in this figure)). The digital watermarking (w) is equal 

to the resulting value that applies the exclusive or 

operation on all of the hash function values; that is, 

⊕⊕⊕=
+⋅+⋅

...)()(
21

v

ka

v

ka
shshw  )( )1(

v

ka
sh

⋅+

. We then use a 

redundant area for embedding the digital watermarking 

w into the string that is concatenated by all of the 

sensed data 
v

ka
s

1+⋅
,

2

v

a k
s

⋅ +
,..., 

v

ka
s

⋅+ )1( . The resulting 

string is denoted by D; that is, 
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)...( )1(21

v

ka

v

ka

v

ka
ssswD

⋅++⋅+⋅
⋅⋅⋅⋅= . Finally, the sensor 

node will send the resulting data string D to the cluster 

head. 

Digital watermarking extraction and verification. 

Let )ˆ...ˆˆ(ˆˆ
)1(21

v

ka

v

ka

v

ka
ssswD

⋅++⋅+⋅
⋅⋅⋅⋅=  denote the received 

sensed data group in the cluster head that was sent 

from sensor node v. The verification steps are quite 

simple and similar to the operations of the digital 

watermarking embedding. Note that the cluster head 

has the same hash function that is used in the same 

cluster. At first, the cluster head extracts the received 

digital watermarking ŵ  and the current received 

sensed data group ]ˆ,...,ˆ,ˆ[ )1(21

v

ka

v

ka

v

ka
sss

⋅++⋅+⋅
. For the 

received sensed data group, the cluster head 

recomputed the digital watermarking by 

)ˆ(...)ˆ()ˆ( )1(21

v

ka

v

ka

v

ka
shshshw

⋅++⋅+⋅
⊕⊕⊕= . It then compares 

the received digital watermarking ŵ  with the 

recomputed digital watermarking w (see the lower left 

of the Figure 4). In the case of the result of the 

verification showing that the values w and ŵ  are not 

equal, then the received sensed data group is claimed 

to be attacked and we will simply discard these data; 

otherwise, the received sensed data group will be kept 

for later processing. 

3.2 The Phase II Security Robustness Intended 

Authentication 

After a cluster head receives the authentic sensed 

data group sent by the sensor nodes, the cluster head 
*

u  will aggregate them constantly to form a new 

message Ν∈ia
u

i
 ,

*

 ready for manipulating by the phase 

II authentication. This phase of authentication adopts a 

reversible digital watermarking scheme [23] called the 

prediction-error expansion to protect the data 

communication between the cluster head and the sink. 

The prediction-error expansion has been proven to be 

notable for multimedia fields. The phase II authentication 

uses a hash function h and a message group parameter 

m to dynamically group the aggregated messages and 

also to determine the digital watermarking. The 

dynamic group operations are as follows. Let )(
*

u

i
ah  be 

the hash function values with respect to the authenticated 

aggregated message Ν∈ia
u

i
 ,

*

 in phase I of the cluster 

head 
*

u . In the case of the hash function value of an 

aggregated message 
*

u

i
a  being congruent to 0 modulo 

m; that is, 0 mod )(
*

≡mah
u

i
, then this aggregated 

message is called a synchronization point. The 

aggregated messages between two synchronization 

points plus the second synchronization point form a 

message group. 

For example, assume the aggregated message 
*

u

i
a , 

*

u

j
a , 

*

u

k
a , 

*

u

l
a shown in Figure 5 are synchronization 
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points (that is, 0 mod )(
*

≡mah
u

i
,  0 mod )(

*

≡mah
u

j
, and 

0 mod )(
*

≡mah
u

k
). Then, the aggregated messages 

],,...,,[
****

121

u

j

u

j

u

i

u

i
aaaa

−++

, ],,...,,[
****

121

u

k

u

k

u

j

u

j aaaa
−++

, and 

],,...,,[
****

121

u

l

u

l

u

k

u

k
aaaa

−++
 are three aggregated message 

groups in Figure 5. And two adjacent aggregated 

message groups will composite to form an 

authentication group in the phase II authentication. The 

previous group of the authentication group is called a 

generator group and the second group is called a carrier 

group. The aggregated message in the generator group 

will firstly be used to determine a digital watermarking 

and then embed it into the carrier group. Similarly, the 

carrier group will become the generator group of the 

next adjacent aggregated message group. For example, 

the aggregated message group ],,...,,[
****

121

u

j

u

j

u

i

u

i aaaa
−++

and 

],,...,,[
****

121

u

k

u

k

u

j

u

j aaaa
−++

( ],,...,,[
****

121

u

k

u

k

u

j

u

j aaaa
−++

and 

],,...,,[
****

121

u

l

u

l

u

k

u

k
aaaa

−++
) forms an authentication group. 

],,...,,[
****

121

u

j

u

j

u

i

u

i aaaa
−++

 (and ],,...,,[
****

121

u

k

u

k

u

j

u

j aaaa
−++

) is the 

generator group and the ],,...,,[
****

121

u

k

u

k

u

j

u

j aaaa
−++

 (and 

],,...,,[
****

121

u

l

u

l

u

k

u

k
aaaa

−++
) is the carrier group. In the 

following, we will use a numerical example to 

illustrate how the phase II authentication scheme works. 

Digital watermarking generating. As shown in 

Figure 5, let 
*

u

i
a , 

*

u

j
a , and 

*

u

k
a  be three adjacent 

synchronization points; and let ],,...,,[
****

121

u

j

u

j

u

i

u

i aaaa
−++

 be 

the generator group and ],,...,,[
****

121

u

k

u

k

u

j

u

j aaaa
−++

 be the 

carrier group. Thus the generator group will be used to 

generate the digital watermarking for embedding into 

the carrier group. For the generator group 

],,...,,[
****

121

u

j

u

j

u

i

u

i aaaa
−++

, the respective hash function values 

)](),(),...,(),([
****

121

u

j

u

j

u

i

u

i
ahahahah

−++

 can be firstly determined. 

Notice that, since 
*

u

j
a  is a synchronization point, thus, 

 0 mod )(
*

≡mah
u

j
 the digital watermarking can be 

obtained by ⊕⊕=
++
)()(

**

21

u

i

u

i
ahahw  )()(...

**

1

u

j

u

j
ahah ⊕⊕

−

. 

Then convert the decimal digital watermarking w into 

the equivalent binary bits string of length n; for 

example, 
1221

... bbbbbw
nnn −−

= . Then, for each data bit 
t
b  

of w, it will be embedded into the respective 

aggregated message 
*

u

tj
a

+
 of the carrier group. Note that, 

if the length n of binary string w is less than the 

number of aggregated messages of the carrier group, 

then the data bit for embedding will be repeated to start 

from the first data bit of w. 
Numerical example: 

Assume the aggregated message (
*

u

t
a ) of cluster 

head *

u  is [...,2,8,9,0,1,8,2,3,7,4,5,6,...] and the grouping 

parameter m=4. Assume the hash function values 

)(
*

u

t
ah  with respect to the aggregated messages are 

[...,4,6,7,5,3,6,4,1,2,3,9,8,...]. Since the hash function 

values (4 and 8) of the aggregated message 2 and 6 are 

congruent with 0 modulo m=4, the aggregated data 2, 2, 

and 6 are the synchronization points. The data group 

[8,9,0,1,8,2] becomes the generator group and 

[3,7,4,5,6] becomes the carrier group. The digital 

watermarking w can be obtained as follows, (8)w h=  

(9) (0) (1) (8) (2) 6 7 5 3 6 4h h h h h⊕ ⊕ ⊕ ⊕ ⊕ = ⊕ ⊕ ⊕ ⊕ ⊕

= 0110 0111⊕  0101⊕  0011 0110 0100 0101⊕ ⊕ ⊕ = . 

Digital watermarking embedding. Let the carrier 

group be ],,...,,[
****

121

u

k

u

k

u

j

u

j aaaa
−++

 and the digital 

watermarking for embedding be 
1221

... bbbbbw
nnn −−

= . 

The prediction-error expansion method embeds each 

digital watermarking bit 
1
b , 

2
b , ... 

1−n
b , 

n
b , 

1
b , 

2
b , ... 

1−n
b , 

n
b , ... into each aggregated message value 

*

1

u

j
a

+
, 

*

2

u

ja +
, ..., 

*

1

u

k
a

−

, and 
*

u

k
a , respectively. Let the resulting 

aggregated message group after embedding be 

]ˆ,ˆ,...,ˆ,ˆ[
****

121

u

k

u

k

u

j

u

j aaaa
−++

 and then the cluster head will send 

this message to the sink for authenticating. Detailed 

embedding operations are stated as follows. Let the 

current aggregated message value for embedding be 
*

u

t
a and the respective digital watermarking bit for 

embedding be 
t
b . At first, the prediction-error 

expansion method will determine the respective 

predicted value '
t
s  and the prediction-error 

t
p  using 

the following equations, ⎣ ⎦2/)('
**

12

u

t

u

tt
aas

−−

+= , where 
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*

1

u

t
a

−

 and 
*

2

u

t
a

−

 denotes the two previous aggregated 

message values with respect to the current aggregate 

message value 
*

u

t
a   (1) 

 '

*

t

u

tt
sap −=  (2) 

Then the resulting encrypted value 
*

ˆ

u

t
a  with respect 

to 
*

u

t
a  can be determined as follows, 

 
ttt

u

t
bpsa +⋅+= 2'ˆ

*

 (3) 

Numerical example: 

Continue the above numerical example. Note that, 

the digital watermarking w is 01010101... 

...)(
12341234
bbbbbbbb  and the carrier group is [3,7,4,5,6]. 

Now, assume the current manipulating aggregated 

message value 
*

u

t
a is 6, and the respective current 

digital watermarking bit for embedding 
1
b  is 1 (since 

the embedding sequence is 
1
b ,

2
b ,

3
b , 

4
b , and 

1
b ...). The 

previous two aggregated message values 5
*

1
=

−

u

t
a  and 

4
*

2
=

−

u

t
a . The predicted value can then be determined by 

⎣ ⎦ 42/)54(' =+=
t
s  and the prediction error 

246 =−=
t

p . The encrypted aggregated message 

value 
*

ˆ

u

t
a  is equal to 12242' +⋅+=+⋅+

ttt
bps  9= . 

Continue the above operations; all of the encrypted 

aggregated message values in the carrier group can 

then be determined. 

Digital watermarking extraction and verification. 

As the sink received an authentication group 

]ˆ,ˆ,...,ˆ,ˆ[
****

121

u

j

u

j

u

i

u

i aaaa
−++

 and ]ˆ,ˆ,...,ˆ,ˆ[
****

121

u

k

u

k

u

j

u

j aaaa
−++

, where 

]ˆ,ˆ,...,ˆ,ˆ[
****

121

u

j

u

j

u

i

u

i aaaa
−++

 is the generator group and 

]ˆ,ˆ,...,ˆ,ˆ[
****

121

u

k

u

k

u

j

u

j aaaa
−++

 is the carrier group. The 

prediction-error expansion method will apply the 

above embedding process to obtain a new digital 

watermarking w. Then apply a digital watermarking 

extraction process, which will be described later, to 

extract the original embedded digital watermarking ŵ . 

Obviously, if the two values are equal (that is, ww ˆ= ), 

then the data in the generator group are claimed to pass 

the verification; otherwise, they were attacked during 

transmission. The digital watermarking extraction 

process is stated as follows.  

Let the current manipulating received aggregated 

message value be 
*

ˆ

u

t
a . Since the embedded digital 

watermarking is generated by the previous group, the 

embedded digital watermarking has also been 

determined at this time. Moreover, the previous two 

aggregated message values 
*

1

u

t
a

−

 and 
*

2

u

t
a

−

 before 

embedding have also been correctly revealed. Assume 

the respective embedded digital watermarking bit for 

value 
*

ˆ

u

t
a  is 

t
bˆ . The only values waiting to be 

determined are the embedded digital watermarking bit 

t
bˆ  and the original message value 

*

ˆ

u

t
a . Similar to the 

embedding process and to reverse the operations (one 

can refer to the prediction-error expansion method for 

detailed), the respective predicted value '
t
s  can be 

obtained by Equations (1) ( ⎣ ⎦2/)('
**

12

u

t

u

tt
aas

−−

+= ) and let 

the new prediction error '
t

p  be 'ˆ

*

t

u

t
sa −

). The 

embedded digital watermarking bit 
t
bˆ  can be obtained 

by retracting the least significant bit of '
t

p  ; that is 

)'(ˆ
tt
pLSBb = . The original aggregated message value 

*

u

t
a  can be determined by ⎣ ⎦ tt

u

t

u

t
bpaa ˆ2/'ˆ

**

−−= .  

Numerical example: 

Continue the above numerical example. Note that 

the digital watermarking w is 01010101... 

...)(
12341234
bbbbbbbb . Assume the current manipulating 

received aggregated message data value 
*

ˆ

u

t
a  is 9. And 

the two previous aggregated message values have been 

revealed and we have that 5
*

1
=

−

u

t
a  and 4

*

2
=

−

u

t
a . Now, 

we want to extract the respective embedded digital 

watermarking bit 
t
bˆ  and the original aggregated 

message value 
*

u

t
a  (as shown in the numerical example 

of the digital watermarking embedding, 1ˆ
=

t
b  and 

6
*

=

u

t
a ). Firstly, the respective predicted value and the 

new prediction error can be obtained by 

⎣ ⎦ ⎣ ⎦ 42/)54(2/)('
**

12
=+=+=

−−

u

t

u

tt
aas  and 

*

ˆ'

u

tt
ap =  

549' =−=−
t
s . Since the binary representation of 

' 5 0101
t
p = = , the embedded digital watermarking bit 

1)'(ˆ
==

tt
pLSBb , and the original aggregated message 

value 
*

ˆ

u

t
a  can be recovered by ⎣ ⎦ tt

u

t

u

t
bpaa ˆ2/'ˆ

**

−−=  

⎣ ⎦ 612/59 =−−= , which matches the values shown in 

the previous numerical example. 

4 The Simulation Results 

The research used the C++ programming language 

to build the simulation environment. The sensing 

region was set to be a 300m*300m square area and the 

sink was located at coordinate (0,0). The number of 

sensor nodes is 200 and they were randomly deployed 

within the sensing region. The simulation adopts a 

cluster-based WSN and uses the LEACH protocol as 

the message routing mechanism (the probability of a 

sensor node to act as a cluster head is set to be 5%). 

For the simulations in the Phase I authentication, a 

sensor node will collect 50 sensed data values and form 

a sensed data group to send to the cluster head. The 

number of transmission rounds performed in each 

comparison is set to be 6,000 rounds. For each 

performance evaluation, 50 simulations have been 

performed to take their average results. The details of 

the environment parameter settings are shown in Table 1.  
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The performance evaluation parameters in the 

simulations include the network lifetime, the delivery 

ratio, the data false positive rate, and the data false 

negative rate. The definitions of these comparison 

parameters are as follows. 

The WSN’s Network Lifetime (LT). The network 

lifetime is defined to be the number of sensed data 

transmission rounds that can be successfully performed 

before the first sensor node drains out its battery 

energy. Note that, since the amount of energy 

consumed for instruction execution is much less than 

for the data transmission (generally, the energy 

consumed for executing 3,000 instructions is equal to 

the energy consumed for transmitting 1 bit data to 

100m), thus we ignore the energy consumed for data 

manipulating in our simulations. 

The data Delivery Ratio (DR). The data delivery ratio 

is defined as the number of messages successfully 

received by the sink divided by the total number of 

messages sent from the sensor nodes. That is, 

 
sent messages ofnumber  Total

messages receivedly successful ofNumber 
=DR   

The data False Positive Rate (FPR). The data false 

positive rate is defined as the number of messages that 

fail to pass the authentication, but have not been 

attacked, divided by the total number of messages sent 

from the sensor nodes. That is, 

 
sent messages ofnumber  Total

attackedbeen not  havebut                       

tions,authentica  thepass  tofails message ofNumber      

=FPR   

The data False Negative Rate (FNR). The data false 

negative rate is defined as the number of messages that 

passed the authentication, but which have been 

attacked, divided by the total number of messages sent 

from the sensor nodes. That is, 

 
sent messages ofnumber  Total

attackedbeen  havebut which                    

tions,authentica  thepassesed which messages ofNumber 

=FNR
  

Based on the above definitions, a larger network 

lifetime (and a delivery ratio) stands for the respective 

authentication scheme being more energy-conserving 

(and more reliable) than the other one. Similarly, a 

lower data false positive rate (and data false negative 

rate) with respect to an authentication scheme stands 

for it being more security robust than the other one. For 

the compared method, since the authentication scheme 

proposed by Zhou and Zhang [25] (called the SDTS) 

has the same considered environment architecture (the 

cluster-based WSN) as our proposed method, it was 

implemented to be the comparison method with our 

proposed scheme HWA. The simulation results are 

discussed as follows.  

The network lifetime comparison results are shown 

in Figure 6. In this figure, the proposed approach, 

HWA, outperformed the SDTS method. The upper and 

lower simulation result range is given under a 

confidence interval of 0.9. The network lifetime for the 

HWA can endure around 7,000 rounds of message 

transmissions for any attacking rate; however, the 

SDTS can only endure around 2,300 rounds of 

message transmissions. This is because the message 

length of the SDTS is much longer than that of the 

HWA; consequently, the amount of energy consumed 

per round in the SDTS scheme is larger than that 

consumed by HWA. Figure 7 shows the performance 

results for the message delivery ratio comparisons. As 

the attacking rate increases, the message delivery ratio 

will decrease accordingly for both schemes. The 

performance curve of the proposed HWA in this figure 

are all greater than 97% for any attacking rate and are 

better than SDTS. 

The data false positive rate (and the data false 

negative rate) comparison results are shown in Figure 8 

(and Figure 9), respectively. As shown in these figures, 

the data false positive rate and the data false negative 

rate for the proposed scheme, HWA, will slightly 

increase as the attacking rate increases, but the 

performance results are all below 0.01. The results also 

show that the SDTS performed better than HWA in 

terms of the data false positive rate comparisons and 

the data false negative rate comparisons. However, the 

network lifetime performance and the data delivery 

ratio of the SDTS are worse than that of the HWA. 

5 Conclusion 

Nowadays WSN applications are common in our 

daily life, including human health monitoring, military 

applications, or even integrating cloud computing to 

manipulate the huge amount of sensed data for more 

important applications. However, energy conservation 

and the security issues are both important, but there is a 

tradeoff in the WSNs design. In this paper, a lightweight 

hybrid authentication scheme that synthesizes reversible 

and irreversible digital watermarking techniques for the 

cluster-based WSN is proposed to enhance the security 

of the sensed data reporting and also to conserve the 

battery usage of the sensor nodes. The simulation 

results show that the proposed scheme outperformed  
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Figure 6. Network lifetime comparison results 
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Figure 7. Data delivery ratio comparison results 
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Figure 8. Data false positive rate comparison results 
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Figure 9. Data false negative rate comparison results 

the compared method in network lifetime and the 

delivery ratio comparisons. The data false positive rate 

comparisons and the data false negative rate 

comparisons of the proposed method only slightly less 

than the performance results of the compared method. 
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