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Abstract 

A modified discrete glowworm swarm optimization 

algorithm based on time window division (MDGSO-

TWD) is proposed to solve multi-objective vehicle 

routing problems with time windows (MVRPTW), which 

is a well-known NP-hard combinatorial optimization 

problem. In MDGSO-TWD, customers are divided into 

different classes according to their time windows so as to 

reduce the population generation time and neighborhood 

search time; the accuracy of solutions is enhanced by 

introducing memetic local search and several 

improvement measures of standard GSO; a new Pareto 

technique is designed to screen out excellent individuals. 

Parameter setting of MDGSO-TWD is discussed to 

enhance the algorithm performance. The feasibility and 

effectiveness of MDGSO-TWD is verified by analyzing 

the improvement strategies and comparing with standard 

GSO. Furthermore, the superiority of MDGSO-TWD is 

hightlighted by comparing with the state-of-the-art 

algorithms and the best results reported in the literature. 

Experimental results show that the proposed algorithm is 

competitive for MVRPTW in terms of the quality of 

solutions and the computing time. 

Keywords: MVRPTW, MDGSO-TWD, Time window 

division, Memetic search, Pareto 

1 Introduction 

A multi-objective vehicle routing problem with time 

windows (MVRPTW) is a typical variant of vehicle 

routing problems (VRP), which is a class of well-

known NP-hard combinatorial optimization problem. 

In MVRPTW, a set of vehicles with limited capacities 

is to be routed from a central depot to a set of 

geographically distributed customers with known 

demands and predefined time window [1]. MVRPTW 

has a wide range of applications in computer science, 

operational research and combination optimization. In 

addition, many problems can be abstracted as 

MVRPTW. However, several variants of the VRP have 

been studied over the past 50 years, even the simplest 

version of the VRP is still computationally difficult. 

MVRPTW is the variant of VRP obtained by adding 

time windows constraints to the model and its 

objective is to minimize the number of vehicles and the 

total traveling distance. Hence, both the spatial 

arrangement of vehicles and the time constraints have 

to be considered. Meanwhile, a Pareto solution set, 

rather than a single solution, is required [3, 20]. 

Due to the inherent complexities and usefulness of 

the MVRPTW, more and more attention is paid to this 

problem and a variety of methods were presented to 

handle MVRPTW [21]. These methods can be roughly 

classified into two groups: exact algorithms and 

heuristic algorithms. In exact algorithms, the 

computing time required to obtain optimal solutions is 

often prohibitive when the problem size becomes large. 

Exact algorithms are more efficient in the cases where 

the solution space is restricted by narrowing time 

windows because there are fewer combinations of 

customers to define feasible routes. Heuristic 

algorithms are commonly devised to find the optimal 

or near-optimal solutions for VRPTW within a 

reasonable computing time. 

In the past years, various methods, such as genetic 

algorithm [2], ant colony optimization [4-5], differential 

evolution [8] and neighborhood search [9], were used 

to solve VRPTW, but a small number of studies 

focused on MVRPTW [16-19]. On the other hand, 

most of the existing heuristic methods for MVRPTW 

considered multiple objectives as a single objective by 

using penalty functions or weighting functions [10]. 

Several studies discussed multi-objective optimization 
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techniques for MVRPTW. Tan et al. [26] discussed a 

hybrid multi-objective evolutionary algorithm 

(HMOEA) that incorporates various heuristics for local 

exploitation in the evolutionary search and the concept 

of Pareto’s optimality for solving the MVRPTW 

optimization. Ombuki et al. [12] propose a multi-

objective genetic algorithms for vehicle routing 

problems with time windows was presented. Ghoseiri 

and Ghannadpour [13] propose an algorithm combining 

the goal programming and genetic algorithm was 

introduced to solve the multi-objective vehicle routing 

problems with time windows. Banos et al. [14] propose 

a simulated annealing-based parallel multi-objective 

approach was proposed to solve MVRPTW. These 

methods have obtained satisfactory results [15], 

however, only a point along the Pareto optimal front, 

instead of a set of Pareto optimal front, was considered 

[6]. 

Of various heuristic algorithms, a glowworm swarm 

optimization algorithm (GSO) is a new type of 

intelligent bionic swarm optimization algorithm. GSO 

was first presented by Krishnanand and Ghose in 2005 

to model the collective behavior in robotics. This is a 

novel algorithm for the simultaneous computation of 

multiple optima of multimodal functions. The 

algorithm shares a few features with several well-

known swarm intelligence based optimization 

algorithms, such as ACO and PSO [27-28], but GSO 

has several distinct characteristics [23, 29]. The agents 

in GSO are thought of as glowworms that carry a 

luminescence quantity called luciferin. The 

glowworms encode the fitness of their current locations 

as a luciferin value and pass it on to their neighbors. A 

glowworm identifies its neighbors and computes its 

movements by exploiting an adaptive neighborhood, 

which is bounded above by its sensor range. Using a 

probabilistic mechanism, each glowworm selects a 

neighbor that has a luciferin value higher than its own 

and moves toward it. These movements consider only 

local information and selective neighbor interactions 

and enable the swarm of glowworms to be partitioned 

into disjoint subgroups that converge on multiple 

optima of a given multimodal function [31]. Until now, 

GSO has been successfully applied to the complicated 

multi-objective function optimization, the signed 

source localization, sensor noise processing. These 

studies show good performance [32]. Discrete 

Glowworm Swarm Optimization algorithm (DGSO) 

has also been successfully applied to solve travelling 

salesman problems (TSP) [34, 37] and shows strong 

vitality. More information and applications of GSO can 

be found [33]. However, there is a big gap to enhance 

GSO’s performance with respect to search capability, 

the quality of solutions and elapsed time. Furthermore, 

the application of GSO to MVRPTW is also worth 

discussing. 

In this paper, a modified discrete glowworm swarm 

optimization algorithm based on time window division 

(MDGSO-TWD) is proposed to solve a class of well 

known combinatorial optimization problem, multi-

objective vehicle routing problems with time windows 

(MVRPTW). MDGSO-TWD divides the customers 

with different time windows into different classes to 

decrease the generation time of population and 

neighborhood search time. Several measures, such as 

the motion equations and related motion rules of 

glowworm, adaptive flying step, and elite strategy, are 

introduced to improve the performance of proposed 

algorithm. To avoid the premature convergence and to 

increase population diversity, a memetic local search 

(MLS) strategy is presented to intensify local search 

ability [22, 25]. Furthermore, a new Pareto technique is 

designed to screen out excellent individuals, which 

returns a Pareto solution set rather than a single 

solution. Extensive experiments carried out a large set 

of test instances show that MDGSO-TWD outperforms 

several existing methods. 

The remaining parts of this paper are organized as 

follows. Section 2 states the problem to solve. Section 

3 presents MDGSO-TWD. Extensive experiments are 

shown in Section 4. Finally, concluding remarks are 

given in Section 5. 

2 Problem Formulation 

Multi-objective optimization problems widely exit 

in the field of engineering and science [11, 24]. As a 

typical class of multi-objective optimization problems, 

MVRPTW is given by a special node called depot, a 

set of customers C to be visited and a directed network 

connecting the depot and the customers. Assume that 

there are n+1 customers, C={0,1,2,...,n}, and for 

simplicity, depot is denoted as customer 0. There are a 

certain number of homogeneous vehicles in the depot, 

so vehicles must leave from and return to the central 

depot. Every customer in the network must be visited 

only once by one of the vehicles. Since vehicle k has a 

limited capacity qk, and customer i has a varying 

demand mi, qk must be greater than or equal to the 

summation of all demands on the route traveled by that 

vehicle k. It is assumed that K is the total number of 

vehicles and is calculated according to (1). 

 
1

( / ) 1
n

i k

i

K floor m qα
=

= +∑  (1) 

where floor(*) represents an integer no greater than the 

value in the bracket; α  (0<α <1) is an estimated value. 

The more the constrained conditions there are, the 

smaller value α  has. In this paper, α =0.5. A route is 

defined as a line starting from the depot, going through 

a number of customers and returning the depot. On the 

other hand, any customer i must be served within a 

predefined time interval [ei, li], limited by an earliest 

arrival time ei and the latest arrival time li. Vehicles 
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arriving earlier than the earliest arrival time incur 

waiting and waiting time is permitted without cost. 

The model has two types of decision variables. For 

customer i, customer j, and each vehicle k, the decision 

variable xijk is equal to 1 if vehicle k drives from i to j, 

otherwise, the decision variable xijk is equal to 0. In this 

paper, xiik=0. The decision variable aik denotes the 

arrival time of each vehicle k at node i. In order to 

formulate the model, the following notations are 

defined: 

fik: service time for vehicle k at node i 

wik: waiting time for vehicle k at node i 

z0k: departure time of vehicle k from the central 

depot 

It can be known that ( z0k = w0k = f0k = 0 ) according 

to the problem. The objective of the MVRPTW is to 

serve all the C customers such that the following 

objectives and constraints are satisfied. 

2.1 Objectives 

Minimize the distance traveled by the vehicles. 

Minimize the total number of vehicles used to serve 

the customers. 

2.2 Constraints 

Vehicle capacity constraints are observed. 

Time window constraints are observed. 

Each customer is served exactly once. 

Each vehicle starts its journey from depot and return 

the depot. 

Therefore, the problem is formulated as follows: 

 min f1=
1 0 0

K n n

ij ijk

k i j

d x

= = =

∑∑∑  (2) 

 min f2= 
0

1 1

K n

jk

k j

x

= =

∑∑  (3) 

Subject to: 
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1 1

1; ( {1, , })
n n

jk j k

j j

x x k K

= =

= ≤ ∈∑ ∑ �  (4) 

 
(2 | | 1),

| | 1; ( /{0})ijk
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x S CS
≤ ≤ −∈
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1; ( {1, , })
K n

ijk

k j j i

x i n

= = ≠

= ∈∑ ∑ �  (6) 

 
1 0,

; ( {1, , })
N n

i ijk k

i j j i

m x q k K
= = ≠

≤ ∈∑ ∑ �  (7) 

 
1 0,

( ) ;( { , , })
K N

ijk ik ij ik ik jk

k i i j

x a t f w a j i n
= = ≠

+ + + ≤ ∈∑ ∑ �  (8) 

 ( ) ; ( {1, , }, {1, , })
i ik ik i
e a w l i N k K≤ + ≤ ∈ ∈� �  (9) 

Eqs. (2) and (3) are referred to as the two objectives of 

the constructed multi-objective VRPTW; Eqs. (4)-(6) 

are three constraints to guarantee that every route starts 

from and return the central depot and every customer 

node is visited only once by one vehicle; Eq. (7) is the 

capacity constraint; Eqs. (8) and (9) are two constraints 

for defining the time windows. 

3 MDGSO-TWD 

In this section, the framework of MDGSO-TWD is 

first presented and then each of the main processes is 

described in detail. In the initial state, a population of 

glowworms is randomly placed in the search space so 

that they are well distributed; all the glowworms 

contain an equal quantity of luciferin l0 [31]. Each 

iteration consists of a luciferin-update phase followed 

by a movement phase based on a transition rule. 

As shown in Figure 1, the time window is first 

divided according to Algorithm 1 (Note: the following 

symbols and algorithms would be described in detail in 

the following sections), we can get customer sets 

class(i), i=1,2,...,K. Second, initialization work is done, 

including population initialization, parameters 

initialization, and Pareto set initialization. About 

parameters initialization, more details can be referred 

to [33, 34]. At this step, we can get the initial 

population 
1 2

{ , , , }t t t t

N
G g g g= � , where t=0, and the 

initial Pareto set NDset = ∅ . Third, the path is 

decoded and is transformed into objective function 

value. Meanwhile, the luciferin is updated. The 

detailed process can be referred to [33-34]. Fourth, in 

movement phase, each glowworm uses a probabilistic 

mechanism to move toward a neighbor that has a 

luciferin value higher than its own. Fifth, the location 

of the glowworm is updated according to the update 

rules. According to the above two steps, for a particular 

individual of glowworms 
1 2

( , , , )
n

t t t t

i i i i
g g g g= � , 

i=1,2,...,N, we can get 
1 2

1 1 1 1( , , , )
n

t t t t

i i i i
g g g g

+ + + +

= � . Sixth, 

the decision domain radius of the glowworm is 

adjusted according to the neighbor density. Seventh, a 

modified memetic local search is used to obtain better 

individuals. According to the above two steps, we can 

get 
1 2

1 1 1 1~ ~ ~ ~

( , , , )
n

t t t t

i i i i
g g g g

+ + + +

= � , i=1,2,...,N. Finally, a 

Pareto technique is designed to screen out excellent 

individuals. This procedure repeats until a termination 

condition is satisfied. At the end of the algorithm, we 

can get 
1 1 1~ ~ ~

1

1 2
{ , , , }

t t t

t

N
G g g g

+ + +

+

= � . In what follows, we 

describe the main steps of MDGSO-TW step by step. 
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Figure 1. Schematic graph of MDGSO-TW. The bold 

font in the box highlights the improvements 

3.1 Customer Time Window Division 

In this subsection, customers are divided into 

different classes according to their time windows so 

that the population generation time and neighborhood 

search time could decrease. Differing from the studies 

in the literature, MDGSO-TWD considers the 

characteristic of MVRPTW. Time windows are 

animportant part of MVRPTW. MVRPTW could be 

quickly solved if we make the full use of time window. 

Related to the VRP, the delivery time and time window 

of MVRPTW should be considered. The main reason is 

the limitation of the customer’s earliest arrival time 

and latest arrival time. Under this restriction, 

MVRPTW considers the scheduling of time in addition 

to the spatial aspect. At the same time, due to the 

limitation of depot’s time window, it indirectly causes 

the limitation of route length. Hence, if we want to get 

a good solution, it is important to explore the problem 

of time and space. Firstly, customers are divided into 

different classes, then the classified results are used for 

initial population generation and neighborhood search 

to reduce time. The division of customers into different 

classes is useful to take different actions to different 

customers. For instance, customers’ service time in the 

same class are mutually exclusive, so we only need to 

take actions for customers who are in different classes. 

This will greatly improve structure speed of the initial 

population. In the subsequent local search, customers’ 

service time in the same class is also similar, so we 

only need to take neighborhood operations for 

customers who are in the same class. Compared with 

the blind search, this will greatly improve the search 

speed of the algorithm. The division of customers’ time 

window is the foundation of the subsequent steps of 

MDGSO-TWD. 

The procedure of time division is described in detail 

in Algorithm 1. First of all, the time window of depot 

is calculated and is divided into K different 

subintervals, as shown in Figure 2. Second, the service 

time window of the customer c is [ec, lc]. For a 

subinterval j, if [ec, lc] ∩  [e0+j*T/K, e0+(j+1)*T/K] 

≠ ∅ , then the customer c is divided into this category. 

This process repeats until all customers are classified. 

In Figure 2, K is an estimated value of vehicles. In the 

experiment, we found that the customer clustering 

results obtained by the clustering method are 

approximately equal to K, hence we use the estimated 

value as the number of time window segmentation; e0 

is the earliest arrival time of the depot; l0 is the latest 

arrival time of the depot; T=l0-e0. Assume that c is a 

customer and his service time window is [ec, lc]. The 

pseudocode of Algorithm 1 shows the detailed steps. 

 

 

Algorithm 1. Time window division 

Require: 

    [ec, lc]: the service time window of customer c, 
c C∈  

T: the time window of depot 

K: the number of vehicles 

Ensure: class(i), for i=1 to K   

  1: class(i)← ∅ , for i=1 to K 

  2: Calculate Timewindow(class(i)) =[e0+(i-1)*T/K, 

e0+ 

i*T/K], for i=1 to K, T = ldepot - edepot 

  3: for ( c C∀ ∈ ) do 

  4:       /{ }C C c←  

  5:        for ( j=1; j≤ K; j++) do 

  6:             if ([ec,lc]∩ Timewindow(class(j)) ≠ ∅ ) 

then 

  7:                  class(j)← class(j)∪ {c} 

  8:             end if 

  9:        end for 

10:  end for 

11:  return class(i), for i=1 to K 

 

 

Figure 2. Time window schematic diagram 

We give an example to explain this algorithm. As 

shown in Figure 3, there are two periods [10, 20] and 

[20, 30], which are calculated based on the first three 

steps of Algorithm 1, and the service time of customers 

i and j is in the intervals [15, 25] and [22, 28], 

respectively. The customer i will be added to the 
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customer class whose service time window is within 

[10, 20] and [20, 30], and the customer j will be added 

to the customer class whose service time window is 

within [20, 30]. 

 

Figure 3. Customer segmentation schematic diagram 

This concept is applied to construct the initial 

population and neighborhood search. It not only speeds 

up the construction of initial population, but also 

improves the optimization efficiency of neighborhood 

search. 

3.2 Population Initialization 

In this section, the population is initialized according 

to Algorithm 2. First, a two-dimensional space is 

constructed to match the vehicle k and the customer r. 

Second, based on the Algorithm 1, the customers are 

divided into K subclasses according to their time 

windows. If the customer selected from the first 

subclass satisfies the load of a vehicle, then the 

customer is assigned to the ith routing. Next, the 

customer selected from the second subclass is used to 

judge whether it meets the load of the vehicle. If this 

condition is not satisfied, then a new vehicle would be 

used to service the rest of the customers. More details 

are shown in Algorithm 2. 

 

 

Algorithm 2. Initial population generation based on 

time window 

Require:  

K: the number of vehicles 

Class(1), class(2), · · ·, class(K): time window class 

N: glowworms population size 

n: the number of customers 

vnum: a count variable for vehicle 

snum: a count variable for time window class 

C(vnum): the customer group is served by the vnum 

vehicle 

q: vehicle’s capacity 

w: current demand of customers 

ec: the earliest arrival time of customers c 

t[the last customer of c][c]: the arrival time from 

the last customer to c 

Ensure: G={g1,g2,· · ·,gN}: initial population of glowworms

1: repeat 

2:   vnum=1, snum=1, X=1, w=0     % X: a variable 

used to do loop 

3:   repeat 

4:     for (i=1; i<=K; i++) do 

5:       if ((class (i) ≠ Φ ) ∧ (w<q) ∧ (t[the last 

customer of c][c]<ec)) then 

6:         select randomly c (c∈class(i))  

7:         C(vnum)←C(vnum)+{c} 

8:         class(p)←class(p)-{c}, p= K,,1 �

, where  

c∈class(p) 

9:       end if 

10:     end for 

11:     vnum←vnum+1, w=0 

12:   until all customers are serviced 

13:   )}(,),2(),1({ vnumCCCg
X

�←  

14:    X←X+1 

15: until the value of X is equal to N 

16: return {g1,g2,· · ·,gN} 

 

 

An example is also taken to explain this algorithm. 

In MVRPTW, the number of customers is 7 and they 

are divided into {1, 5}, {2, 3, 6} and {4, 7}. According 

to the above steps, we can get: 

Vehicle 1: 0 →1 →  3 →  0 

Vehicle 2: 0 →  5 →  2 →  4 →  0 

Vehicle 3: 0 →  6 →  7 →  0 

We get the coding sequence (1, 3, 5, 2, 4, 6, 7). This 

sequence is only a possible candidate solution. Repeat 

this step several times, until it reaches a population size. 

This method guarantees that the initial solutions are 

feasible and makes the initial population spread out as 

much as possible in the solution space. 

3.3 Luciferin Update Phase 

The luciferin update phase depends on the function 

value at the glowworm position. During the luciferin-

update phase, each glowworm adds to its previous 

luciferin level. A luciferin quantity proportional to the 

fitness of its current location in the objective function 

domain. A fraction of the luciferin value is also 

subtracted to simulate the decay in luciferin with time. 

The luciferin update rule was given in [31]. The fitness 

of glowworm’s current location is obtained by 

decoding a coding sequence of an individual. In 

MDGSO-TWD, a decoding method is proposed to 

simplify the operation and reduce the time in the 

decoding process. The MVRPTW is represented as a 

list of n nodes, where n is the number of customers, 

and node i ∈ [1, n] represents a customer. The problem 

representation is the order of customers without route 

splitters like a string (9, 3, 4, 8, 7, 2, 5, 1, 6). This 

representation does not include the information, where 

the list is broken by returning the depot or terminal 

points. To identify such terminal points, we have 

adopted the split procedure, which works through the 

customer sequence embedded in the chromosome. 

When decoding a sequence, the system only needs to 

insert the customers into the path as much as possible. 

If a customer does not satisfy the constraints of time 

window or capacity, the system will open up a new 

path to serve him. 

3.4 Movement Phase 

During the movement phase, each glowworm uses a 
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probabilistic mechanism to decide to move toward a 

neighbor that has a luciferin value higher than its own. 

Differing from the related work reported in the 

literature [34], this paper introduces a definition of 

distance between individuals. Assume that there are 

two glowworm individuals 
1 2

( , , , )
n

i i i i
g g g g= �  and 

1 2

( , , , )
n

j j j j
g g g g= � . The distance between glowworms 

gi and gj can be defined as 

1
( , )

1

( , )

max{ ( , ) : 1,2, , }

k k

i j

k m

n

i j

k
g g n

i j

k

dist g g

Dist c

dist g g m n

=

=

= ×

=

∑

∑ �

(10) 

where dist(a,b) is the distance between customer a and 

customer b; 
k
i

g  and 
k
j

g  represent the kth component in 

gi and gj; denominator is the sum of the maximum in 

each row in the weight matrix; c is a constant. 

3.5 Location Update Phase 

Each glowworm is a candidate solution represented 

by a set of codes. Thus, each flight is equivalent to the 

code that updates once. So new distance update rules 

associated with the flight step s of the glowworm are 

designed. The rules differ from the discretization 

processes in the literature. The rules do not abandon 

the concept of the flight step of glowworm, but inherit 

it, which makes it more close to the original algorithm. 

Distance update rules are as follows: in the mobile 

phase, a sequence consisting of s different random 

integers is first generated, r(s)=(r1, r2, ..., rs), where 

rk∈[1,n]. The glowworm 
1 2

( , , , )
n

t t t t

i i i i
g g g g= �  flies to 

the glowworm 
1 2

( , , , )
n

t t t t

j j j j
g g g g= �  by following the 

flight rules: First, we can get PariS =  

{( , ) | 1,2, , }
r rk k

t t

i j
g g k s= � ; Second, for k(k<=s), 

glowworm 
1 2

( , , , , , , )
r m nk

t t t t t t

i i i i i i
g g g g g g= � � � , where 

m rk

t t

i j
g g= , we can get 

1 2

1 ( , , , ,
rk

t t t t

i i i j
g g g g+

= � �  

, , )
r nk

t t

i i
g g� , repeat second steps, k from 1 until s; 

Finally, we can get 
1 2

1 1 1 1( , , , )
n

t t t t

i i i i
g g g g

+ + + +

= �  and 

implement the location update from t

i
g  to 1t

i
g

+ . 

3.6 Decision Domain Update Phase 

In this phase, an adaptive step size adjustment 

strategy is introduced into MDGSO-TWD. In standard 

GSO, if the glowworm’s flying step length is large, it 

is easy to search in the global range, but also it is 

difficult to find the high-precision solutions because 

the concussion phenomenon often appears. If the flying 

step length is small, it will improve the accuracy of the 

solution, but it is easy to fall into the local optimum. So 

we consider to dynamically adjust the parameter of 

step size according to the search results of different 

stages, and deal with the relationship between the 

global optimization ability and the accuracy. In 

MDGSO-TWD, an adaptive step size is designed. The 

main idea is to make the glowworms living farther 

away fly faster and the glowworms living closer fly 

slowly so that the optimal solution can be found. This 

update can improve the searching efficiency of the 

algorithm. The adaptive step size is 

 * | |
i iter

s s
iter

−

= ×  (11) 

where i represents the number of iterations; iter 

represents the maximum number of iterations; s 

represents previous generations’ step size. 

When a glowworm flies to the target glowworm, a 

small step s can make the glowworm more close to the 

target glowworm without skipping the optimal solution, 

which can improve the accuracy of the search. Thus, 

the flight step at the current iteration is updated 

dynamically based on the results at the previous 

iteration. Standard GSO used a fixed values for the fly 

step size, so a large fly step size s will affect the 

accuracy of the solution. On the contrary, a smaller 

value of s will affect the search speed. So the dynamic 

adjustment of the step size according to the current 

situation can balance the search speed and search 

accuracy of the algorithm. Therefore, in the early 

stages of the algorithm, a large step size can ensure 

coarse search in a large range of solution space, which 

can quickly search the neighborhood of global optimal. 

In near optimal neighborhood, the algorithm has a 

small step length, which can gradually evolve into a 

precise search, which can be more accurate to search 

the optimal solution. 

3.7 MLS Strategy 

In this subsection, a memetic local search (MLS) 

strategy based on time window division is introduced. 

MLS uses the local heuristic search to simulate the 

variation process to generate a better solution than the 

old one. In the previous subsections, customers are 

divided into different classes, which would not be able 

to produce feasible solutions if customers’ service time 

windows are in different classes or their time windows 

are far apart. So the MLS strategy is used for the 

customers whose service time windows are in the same 

class. This greatly reduces the computation of the 

algorithm, and strengthens the general optimization 

and convergence speed of the algorithm. The MLS 

uses swap, reverse, and 2-opt operations. 

For each glowworm, the new solution obtained by 

the MLS is compared with the original solution, if new 

solution is better than old one, then the old solution 

will be updated by new one. Otherwise, the solution 

keeps unchanged. Details are given in Algorithm 3. 
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Algorithm 3. Memetic local search based on time  

window division  

Require: 

       gi: glowworm i 

       ≺ : Pareto dominate. 
1 2
g g≺ , if and only if  

             objective function 
1 2

( ) ( )
i i
f g f g≤ , 1,2i∀ ∈ , 

             and there exits at least one objective 1,2j∈   

             that satisfies 
1 2

( ) ( )
j j
f g f g< . In this paper,  

             there are two objectives, one is the number of  

             vehicles, the other is the distance traveled by 

             vehicles. 

Ensure:   
i

g  

   1: repeat 

   2:     select a number c randomly in 
i

g = 

          
),,,(

21 n
iii

ggg �

,where 
p
i

c g= ,  

{1,2, , }p n∈ �  

   3:     ∃ ( )class k , s.t. ( )c class k∈  

   4:     select a customer '

c  randomly in class(k) 

   5:     ' '_ ( , , )
i i

g memetic local search g c c←  

   6:     if '

i i
g g≺  then 

   7:          '

i i
g g←  

   8:     end if  

   9: until terminal criterion is satisfied 

 10: return 
i

g  

 

 

Due to the constant iteration of the algorithm, 

glowworms will fly to the same location, which 

indicates that the code of glowworms will be identical. 

Therefore, at each iteration of the algorithm, some 

glowworms will be generated randomly to replace 

repeating codes. This measure can maintain the 

diversity of the glowworm population and the 

glowworm has a wider space to fly. 

3.8 Pareto Set Construction 

In this subsection, an algorithm is introduced to find 

the Pareto non-dominated solution set [30]. Assume 

that Pop represents glowworm population, S represents 

a tectonic set, S=Pop; NDset is a non-dominated set 

and is initialized to an empty set. First of all, the codes 

of the glowworm is decoded, and S is sorted in 

ascending order according to the number of vehicles. 

And then an exclusive operation is used to filter the 

glowworms. Exclusive operation is as follows: if two 

solutions have the same number of vehicles, we only 

keep the solution with the minimum traveling distance. 

Because only those individuals can participate in the 

structure of Pareto solution set. More details are 

described in Algorithm 4. 

 

 

 

Algorithm 4. Construction algorithm of Pareto  

solution set 

Require: 

       NDset: Pareto non-dominated set 

       
i

g : glowworm i 

       ≺ : Pareto dominate 

Ensure: NDset 

   1: S Pop←  

   2: Sort (S) according to the number of vehicles 

   3: Exclusive Operation: if the decoded number of   

       vehicles are the same, we only keep minimum  

       value path of glowworms individuals  

 

   4: for ( g S∀ ∈ ) do 

   5:      if ( ' '

, . .g NDset s t g g∃ ∈ ≺ ) then 

   6:            '

g g←  

   7:      else 

   8:             { }NDset NDset g← ∪  

   9:      end if  

 10:      { }S S g← −  

 11: end for 

 12: return NDset 

4 Experiments and Analysis 

To investigate the performance of the proposed 

MDGSO-TWD, extensive experiments are carried out 

standard Solomon’s VRPTW benchmark problem 

instances available at http://web.cba.neu.edu/~msolomon/ 

problems.htm [36]. The standard Solomon’s problems 

consist of 56 data sets, which have been extensively 

used for different heuristics in literature over the past 

years. There are three different sizes of data sets (25, 

50 and 100) in the database. Each data set contains 56 

test problems, which are divided into six categories: C1, 

C2, R1, R2, RC1 and RC2. Problems in sets R1 and R2 

have the customers’ locations generated randomly over 

a square. Problems in sets C1 and C2 have the 

clustered customers whose time windows generated 

based on a known solution. Problems in sets RC1 and 

RC2 have a combination of randomly placed and 

clustered customers. Problems in sets R1, C1 and RC1 

have narrow time windows and a small capacity of the 

vehicle, while problems in sets R2, C2 and RC2 have 

larger time windows and a larger capacity of the 

vehicle. All the experiments are implemented by using 

programming language VC 6.0 and on a PC with 

1.5GHz CPU and 4GB memory. 

As described above, a number of elements, such as 

algorithmic components and parameter choices, many 

affect the performance of our algorithm. Thus, a series 

of experiments was designed to investigate their impact. 

In what follows, Section 4.1 discusses the parameter 

setting by generating the solutions to a few selected 

problems. The experimental results and analysis are 

presented in Section 4.2. 
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4.1 Parameters Settings 

In MDGSO-TWD, according to the studies in [34], 

several parameters are set as follows: ρ =0.6, γ =0.7, 

β =0.05, nt=20, l0=15, r0=7. We investigate how the 

population size and the number of iterations affected 

the convergence performance of the algorithm. As 

usual, large values of population size and the number 

of iterations produce good accuracy of solutions, 

however, this will result in much computing time. So it 

is necessary to balance the number of glowworms and 

the number of iterations to obtain satisfactory results. 

The precision of solutions can often be improved by 

increasing the number of glowworms. However, when 

the number of glowworms reaches a certain value, it is 

very hard to further improve the precision by 

increasing the number of glowworms. On the contrary, 

the increase causes the growing up of time complexity 

to affect the optimization efficiency of the algorithm. 

Therefore, in this section, the number of glowworms is 

discussed according to the problem’s size under the 

high-precision precondition. the results on the 

comparisons of several numerical tests in scale 100 are 

shown in Table 1. The experiments were repeated for 

20 times and the average values was calculated for 

each group. We use v=(n, c) to represent a candidate 

solution of the MVRPTW, where n is the number of 

vehicles and c is the traveling distance. 

As shown in Table 1, the numerical example is C101. 

Problems in sets C1 have the clustered customers, 

narrow time windows and a small capacity of the 

vehicle, so we chose C101 to do the parameter 

selection experiment. As can be seen from the table, as 

the number of glowworms increases, the accuracy of 

the vehicles and the traveling distance have been 

improved. When the number of glowworms is around 

180, the solution remains the same, and it reaches the 

known optimal solution in the database.  Since the 

results we obtained is the average results, in this paper, 

the number of glowworms is set to 180. 

To obtain the relationship between the number of 

iterations and the calculation results, this paper uses the 

numerical example R201, which has 100 customers. 

Different from C1, problems in sets R2 have the 

customers’ locations generated randomly over a square, 

and they have larger time windows and a larger 

capacity of the vehicle. Therefore, we choose these two 

different and representative examples to do the 

parameter selection experiment. Specific results are 

shown in Figure 4. 

 

Figure 4. Influence of the number of iterations on 

convergence. The blue line represents the changing 

process of the vehicles, and the green line represents 

the changing process of the total distance. 

As can be seen from Figure 4, with the increasing of 

iterations, the number of vehicles converges from 14 to 

7. When the number of vehicles remains constant, the 

traveling distance of the vehicle decreases with the 

increasing of iterations. At last, when the number of 

vehicles is 7, the traveling distance of the vehicle stays 

at the value of 1570. This shows that the algorithm 

converges to the known optimal solution. So in this 

paper, the recommended value of the maximal number 

of iterations is 200. 

4.2 Experimental Results and Comparisons 

In this section, several instances of six types of  

problems with respective 25, 50 and 100 customers in 

the database are used to verify the effectiveness and 

feasibility of the proposed algorithm. 

Comparisons with standard GSO. The first 

comparison is performed between MDGSO-TWD and 

the standard GSO in [34]. Experimental results with 

respect to the instance R101 are shown in Figure 5. It 

can be seen from Figure 5 that the proposed algorithm 

reduces from 33 vehicles to 21 vehicles, while the 

traditional GSO reduces from 32 vehicles to 25 

vehicles, more than 4 cars. The routing distance of 

MDGSO-TWD steadily decreases from 2700 to 1700, 

while the traditional GSO decreases from 2500 to 1900. 

The results indicate the advantage of MDGSO-TWD. 
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Figure 5. Comparisons of MDGSO-TWD and standard 

GSO 

Comparisons with improvement strategies. We 

assess the importance of the different components in our 

algorithm to its overall performance. The algorithm 

contains several ideas and ingredients, aiming at 

improving the quality of the solutions. In this section, 

the role of the improved strategies proposed in this 

paper to the algorithm performance is evaluated by 

some experimental results. The average results of 

seven instances are used to quantify the contribution of 

each strategy and the results are as shown in Table 2. 

In Table 2, we use C1 to contrast experiments. The 

geographical data are clustered in problem in C1, 

meanwhile, C1 has a short scheduling horizon and 

allows only a few customers per route. Hence, C1 is 

relatively difficult to solve, and if C1 can be resolved, 

other types should also be easily solved.  

It can be observed from Table 2 that GSO-Memetic 

search can always provide better performance than 

GSO. This indicates that the introduction of the 

memetic search can greatly improve the qualities of the 

solutions. Furthermore, MDGSO-TWD is better than 

GSO and GSO-Memetic search with respect to the 

performance. So the improved strategy in this paper is 

effective. It is obvious that the computation time of 

GSO-Adaptive step is always less than GSO for each 

instance. It is shown that the adaptive step reduces the 

computation time. GSO-Memetic search always needs 

large computation time to obtain good solutions. 

However, MDGSO-TWD requires less computation 

time than GSO-Memetic search while it possesses 

competitive solutions. Considering the quality of the 

solutions and computation time, these strategies are 

effective. 

Comparisons with different heuristics. MDGSO-

TWD is compared with the algorithms reported in the 

literature. Table 3 compares the routing performance 

between four popular heuristics and MDGSO-TWD 

based on the average number of vehicles and average 

total distance. 

As can be seen in Table 3, MDGSO-TWD produces 

the smallest average number of vehicles for categories 

R2 and RC2 and the smallest average total distance for 

the category C1. The average number of vehicles for 

the categories of R2 is 2.82\%, which is lower than 

HMOEA with the second best average total distance. 
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Although the average total distance of MDGSO-TWD 

is not the smallest for categories RC2 and R2, 

MDGSO-TWD only requires an average of 3.75 and 

3.45 vehicles to serve all customers in the categories of 

RC2 and R2, which is much smaller than the 5.6 and 

4.6 vehicles required by ACO-Tabu. 

Comparisons with best results. To better verify the 

stability of the algorithm, the experiments are totally 

repeated for 20 times and the average is calculated for 

each group. The statistical results of the experiments 

are presented in Table 4, where the average value of 

the optimal solution, the relative deviation between the 

average and the known optimal solution and the 

standard deviation between the average and the known 

optimal solution for each case on the traveling distance 

are listed. 

As can be seen from Table 4, the relative deviation 

between the average and the known optimal solution is 

small. When the number of customers is 25, the 

relative deviation is below 1%, and the standard 

deviation is 0, which shows that the algorithm can find 

the known optimal solution. The calculation time is 

less than 3s, which shows that the algorithm has fast 

convergence speed and high efficiency. With the 

increase of customers, the average deviation of the 

algorithm, the standard deviation and the average 

calculation time increases to a certain degree, and the 

overall trend is going up with the increase of customers. 

In Table 4, the maximum average deviation of the 

numerical example is less than 9%, and the standard 

deviation is small. It can be concluded that the 

algorithm has strong robustness. In addition, in terms 

of the average computational time, when the number of 

customers is 100, the computation time increases a lot, 

but the computation time has a great reduction, 

comparing with to the results reported in literature. So 

we can draw conclusions that the algorithm has high 

efficiency and can converge to a satisfactory solution 

in an acceptable time. 

In the sequel, we consider VRPTW as a multi- 

objective problem, so the results should be a Pareto set 

rather than a single solution. Some instances in the 

database are used. Table 5 presents a summary of results. 

From Table 5, we can see that the proposed 

algorithm can solve MVRPTW very well. The 

algorithm produces a lot of new solutions, but we only 

list those solutions whose vehicles or traveling distance 

is smaller than reference solutions. These solutions are 

compared with the reference solutions, which provide 

more options for the decision maker. In the 

experiments, some numerical examples have a single 

Pareto solution, which means that the number of 

vehicles and the traveling distance arrives at the 

optimum. A tick, on the other hand, indicates that the 

solution we obtained is the same as the best known. 

The results obtained by our algorithm are quite good as 

compared to the best published results found in 

literature. 

From the experimental results, the algorithm is 

sensitive to data sets and shows different robustness 

with respect to the different types of data sets. The 

distribution of data sets and the width of time window 

can affect the performance of the algorithm. The three 

kinds of problems C1, R1 and RC1 have smaller load 

of the vehicle and their time window is narrow, so the 

customers that each vehicle can serve are less. On the 

contrary, the three kinds of problems, C2, R2 and RC2, 

have larger load of the vehicle and their time window 

is wide, so each vehicle can serve more customers. 

From the experimental analysis and comparisons of 

experimental results, the algorithm can acquire the 

good solutions for some instances with respect to a 

certain type because of the different complexity of the 

problems. Or the algorithm can get the approximate 

optimal solutions of other instances and their errors are 

also in the acceptable range. The results show that the 

introduced algorithm has a certain superiority to 

several meta-heuristic approaches reported in the 

literature. 

5 Concluding Remarks 

In this paper, we introduced a multi-objective 

discrete glowworm algorithm based on time window 

division for solving MVRPTW, which incorporates 

several ideas such as customer time window division, 

memetic local search and a new Pareto technique. A 

large number of experiments demonstrated the benefits 

of our approach on a variety of problems. Experimental 

results carried out on various instances indicate that the 

algorithm outperforms the existing heuristic algorithms. 

The future research work mainly focuses on more 

numerical experiments to further verify the 

performance of the algorithm such as scalability and 

robustness. In addition, large VRPTW, more types of 

VRPTW, multi-depot vehicle routing problems with 

time windows [35], vehicle routing problems with soft 

time windows, and even more application problems [7] 

can be considered. 
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